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Preface

This preface introduces the Armv8-M Architecture Reference Manual. It contains the following sections:
About this book

Using this book.

Conventions.

Additional reading.

Feedback.
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About this book

This manual documents the microcontroller profile of version 8 of the Arm Architecture, the Armv8-M architecture
profile. For short definitions of all the Armv8 profiles, see A1.2 About the Armv8 architecture, and architecture

profiles.

This manual has the following parts:

Part A Provides an introduction to the Armv8-M architecture.
Part B Describes the architectural rules.

Part C Describes the T32 instruction set.

Part D Describes the registers.

Part E Describes the Armv8-M pseudocode.

Part F Describes the packet protocols.
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Using this book

The information in this manual is organized into parts, as described in this section.

Part A, Armv8-M Architecture Introduction and Overview

Part A gives an overview of the Armv8-M architecture profile, including its relationship to the other Arm PE
architectures. It introduces the terminology that describes the architecture, and gives an overview of the optional
architectural extensions. It contains the following chapter:

Chapter Al Introduction

Read this for an introduction to the Armv8-M architecture.

Part B, Armv8-M Architecture Rules

Part B describes the architecture rules. It contains the following chapters:
Chapter B1 Resets
Read this for a description of the reset rules.
Chapter B2 Power Management
Read this for a description of the power management rules.
Chapter B3 Programmers’ Model
Read this for a description of the programmers model rules.
Chapter B4 Floating-point Support
Read this for a description of the floating-point support rules.
Chapter B5 Vector Extension
Read this for a description of the Vector Extension support rules.
Chapter B6 Memory Model
Read this for a description of the memory model rules.
Chapter B7 The System Address Map
Read this for a description of the system address map rules.
Chapter B8 Synchronization and Semaphores
Read this for a description of the rules on non-blocking synchronization of shared memory.
Chapter B9 The Armv8-M Protected Memory System Architecture
Read this for a description of the protected memory system architecture rules.
Chapter B10 The System Timer, SysTick
Read this for a description of the system timer rules.
Chapter B11 Nested Vectored Interrupt Controller
Read this for a description of the Nested Vectored Interrupt Controller (NVIC) rules.

Chapter B12 Debug ]
XXX1X
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Read this for a description of the debug rules.
Chapter B13 Debug and Trace Components
Read this for a description of the debug and trace component rules.
Chapter B14 The Performance Monitoring Extension
Read this for a description of the Performance Monitors Extension.
Chapter B15 Reliability, Availability, and Serviceability (RAS) Extension
Read this for a description of the Reliability, Availability, and Serviceability (RAS) Extension.

Part C, Armv8-M Instructions

Part C describes the instructions. It contains the following chapters:
Chapter C1 Instruction Set Overview

Read this for an overview of the instruction set and the instruction set encoding.
Chapter C2 Instruction Specification

Read this for a description of each instruction, arranged by instruction mnemonic.

Part D, Armv8-M Registers

Part D describes the registers. It contains the following chapter:
Chapter D1 Register and Payload Specification

Read this for a description of the registers.

Part E, Armv8-M Pseudocode

Part E describes the pseudocode. It contains the following chapters:
Chapter E1 Arm Pseudocode Definition

Read this for a definition of the pseudocode that Arm documentation uses.
Chapter E2 Pseudocode Specification

Read this for a description of the pseudocode.

Part F, Packet Protocols

Part F describes the packet protocols. It contains the following chapter:
Chapter F1 ITM and DWT Packet Protocol Specification

Read this for a description of the protocol for packets that are used to send the data generated by the
ITM and DWT to an external debugger.
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Conventions

The following sections describe conventions that this book can use:
Typographical conventions.

Signals.

Numbers.

Pseudocode descriptions.

Assembler syntax descriptions.

Typographical conventions

The typographical conventions are:

italic

Introduces special terminology, and denotes citations.

bold

Denotes signal names, and is used for terms in descriptive lists, where appropriate.
monospace

Used for assembler syntax descriptions, pseudocode, and source code examples.

Also used in the main text for instruction mnemonics and for references to other items appearing in assembler
syntax descriptions, pseudocode, and source code examples.

SMALLCAPS
Used for a few terms that have specific technical meanings, and that are included in the Glossary.
Colored text Indicates a link. This can be:

* A URL, for example https://developer.arm.com/.

* A cross-reference, that includes the page number of the referenced information if it is not on the current
page, for example, Chapter B2 Power Management.

* A link, to a chapter or appendix, or to a glossary entry, or to the section of the document that defines the
colored term, for example tail-chaining.

Signals
In general this specification does not define processor signals, but it does include some signal examples and
recommendations.
The signal conventions are:

Signal level The level of an asserted signal depends on whether the signal is active-HIGH or active-LOW. Asserted
means:

» HIGH for active-HIGH signals.
* LOW for active-LOW signals.

xli
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Lowercase n At the start or end of a signal name denotes an active-LOW signal.

Numbers
Numbers are normally written in decimal. Binary numbers are preceded by 0b, and hexadecimal numbers by 0x.
In both cases, the prefix and the associated value are written in a monospace font, for example 0xFFFF0000.

For both binary and hexadecimal numbers, where a bit is represented by the letter x, the value is irrelevant. For
example a value expressed as 0b1x can be either 0b11 or 0b10.

To improve readability, long numbers can be written with an underscore separator between every four characters,
for example OxFFFF_0000_0000_0000. Ignore any underscores when interpreting the value of a number.

Pseudocode descriptions

This book uses a form of pseudocode to provide precise descriptions of the specified functionality. This pseudocode
is written in a monospace font, and is described in Chapter E1 Arm Pseudocode Definition.

Assembler syntax descriptions

This book contains numerous syntax descriptions for assembler instructions and for components of assembler
instructions. These are shown in a monospace font, and use the conventions described in C1.2.5 Standard
assembler syntax fields .
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Additional reading

This section lists relevant publications from Arm and third parties.

See https://developer.arm.com, for access to Arm documentation.

Arm publications

o Arm® Debug Interface Architecture Specification ADIv5.0 to ADIv5.2 (ARM IHI 0031).

» Arm® Debug Interface Architecture Specification ADIv6.0 (ARM IHI 0074).

o Arm® CoreSight™ Architecture Specification (ARM IHI 0029).

o Arm® Embedded Trace Macrocell Architecture Specification ETMv4.0 to ETMv4.4 (ARM THI 0064).
» Embedded Trace Macrocell® ETMv1.0 to ETMv3.5 Architecture Specification (ARM THI 0014).

o Arm®v6-M Architecture Reference Manual (ARM DDI 0419).

o Arm®v7-M Architecture Reference Manual (ARM DDI 0403).

o Arm® Architecture Reference Manual, Armv8, for Armv8-A architecture profile (ARM DDI 0487).

o Arm® Reliability, Availability, and Serviceability (RAS) Specification, Armv8, for the Armv8-A architecture
profile (ARM DDI587).

Other publications

The following publications are referred to in this manual, or provide more information:

* ANSI/IEEE Std 754-1985 and ANSI/IEEE Std 754-2008, IEEE Standard for Binary Floating-Point Arith-
metic. Unless otherwise indicated, references to IEEE 754 refer to either issue of the standard.

Note
This document does not adopt the terminology defined in the 2008 issue of the standard.
e JEP106, Standard Manufacturers Identification Code, JEDEC Solid State Technology Association.
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Feedback

Arm welcomes feedback on its documentation.

Feedback on this book

If you have comments on the content of this book, send an e-mail to errata@arm.com. Give:
* The title.
¢ The number, DDI0553B.1
* The page numbers to which your comments apply.
* The rule identifiers to which your comments apply, if applicable.
* A concise explanation of your comments.
Arm also welcomes general suggestions for additions and improvements.
Note

Arm tests PDFs only in Adobe Acrobat and Acrobat Reader, and cannot guarantee the appearance or
behavior of any document when viewed with any other PDF reader.
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Chapter A1
Introduction

This chapter introduces the Armv8 architecture, the architecture profiles it defines, and the Armv8-M architecture
profile defined by this manual. It contains the following sections:

Al.1 Document layout and terminology on page 47.

A1.2 About the Armv8 architecture, and architecture profiles on page 50.
A1.3 The Armv8-M architecture profile on page 51.

Al.4 Armv8-M variants on page 53.
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A1.1 Document layout and terminology

This section describes the structure and scope of this manual. This section also describes the terminology that this
manual uses. It does not constitute part of the manual, and must not be interpreted as implementation guidance.

A1.1.1 Structure of the document
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This architecture manual describes the behavior of the processing element as a set of individual rules.

Each rule is clearly identified by the letter R, followed by a random group of subscript letters that do not reflect any
intended order or priority, for example Rggy;. In the following example, Rpspy is simply a random rule identifier
that has no significance apart from uniquely identifying a rule in this manual.

Identifier Rule

| |
;

RBsHJ The following data accesses are single-copy atomic:

o All byte accesses.
e All halfword accesses to halfword-aligned locations.
e All word accesses to word-aligned locations.

Applies to an implementation of the architecture from Armv8.0-M onwards

1

Additional Information

Rules must not be read in isolation, and where more than one rule relating to a particular feature exists, individual
rules are grouped into sections and subsections to provide the proper context. Where appropriate, these sections
contain a short introduction to aid the reader.

An implementation that conforms to all the rules described in this specification constitutes an Armv8-M compliant
implementation. An implementation whose behavior deviates from these rules is not compliant with the Armv8-M
architecture.

Some sections contain additional information and guidance that do not constitute rules. This information and
guidance is provided purely as an aid to understanding the architecture. Information statements are clearly
identified by the letter I, followed by a random group of subscript letters, for example Iprrp.

A line below each rule or information statement gives additional information indicating the architecture version, the
extensions that are required for the rule or information statement to apply, and any other notes. Some extensions
depend on the implementation of other extensions, for example FP.

Note

Arm strongly recommends that implementers read all chapters and sections of this document to ensure
that an implementation is compliant.

An implementation that conforms to all the rules described in this specification but chooses to ignore any additional
information and guidance is compliant with the Armv8-M architecture.

In the following parts of this manual, architectural rules are not identified by a specific prefix and a random group
of subscript letters:

* Parts of Chapter B14 The Performance Monitoring Extension on page 364.

Applies to an implementation of the architecture from Armv8.1-M onwards.
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* Parts of Part C Armv8-M Instruction Set.

e Part D Armv8-M Register and Payload Specification.
* Part E Armv8-M Pseudocode.

e Part F Armv8-M Debug Packet Protocols.

A1.1.2 Scope of the document

This manual contains only rules and information that relate specifically to the Armv8-M architecture. It does not
include any information about other Arm architectures, nor does it describe similarities between Armv8-M and
other architectures.

Readers must not assume that the rules provided in this specification are applicable to an Armv7-M or Armv6-M im-
plementation, nor must they assume that the rules that are applicable to an Armv7-M or Armv6-M implementation
are equally applicable to an Armv8-M implementation.

A1.1.3 Intended audience

This manual is written for users who want to design, implement, or program an Armv8-M PE in a range of
Arm-compliant implementations from simple uniprocessor implementations to complex multiprocessor systems. It
does not assume familiarity with previous versions of the M-Profile architecture.

The manual provides a precise, accurate, and correct set of rules that must be followed in order for an Armv8-M
implementation to be architecturally compliant. It is an explicit reference manual, and not a general introduction
to, or user guide for, the Armv8-M architecture.

A1.1.4 Terminology, phrases
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This subsection identifies some standard words and phrases that are used in the Arm architecture documentation.
These words and phrases have an Arm-specific definition, which is described in this section.

Architecturally visible
Something that is visible to the controlling agent. The controlling agent might be software.
Arm recommends

A particular usage that ensures consistency and usability. Following all the rules listed in this manual leads to a
predictable outcome that is compliant with the architecture, but might produce an unexpected output. Adhering to
a recommendation ensures that the output is as expected.

Arm strongly recommends

Something that is essentially mandatory, but that is outside the scope of the architecture described in this manual.
Failing to adhere to a strong recommendation can break the system, although the PE itself remains compliant with
the architecture that is described in this manual.

Finite time

An action will occur at some point in the future. Finite time does not make any statement about the time involved.
However, delaying an action longer than is absolutely necessary might have an adverse impact on performance.

Permitted

Allowed behavior.
Required
Mandatory behavior.
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Support

The implementation has implemented a particular feature.

A1.1.5 Terminology, Armv8-M specific terms

For definitions of Armv8-M specific terms, see the Glossary.
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A1.2 About the Armv8 architecture, and architecture profiles
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Armv8-M is documented as one of a set of architecture profiles.
Arm defines three architecture profiles:
A Application profile:

 Supports a Virtual Memory System Architecture (VMSA) based on a Memory Management Unit (MMU).
 Supports the A64, A32, and T32 instruction sets.

R Real-time profile:

* Supports a Protected Memory System Architecture (PMSA) based on a Memory Protection Unit (MPU).
* Supports the A32 and T32 instruction sets.

M Microcontroller profile, described in this manual:

* Implements a programmers’ model designed for low-latency interrupt processing, with hardware stacking of
registers and support for writing interrupt handlers in high-level languages.

* Optionally implements a variant of the R-profile PMSA.

* Supports a variant of the T32 instruction set.

This Architecture Reference Manual describes only the Armv8-M profile.
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A1.3 The Armv8-M architecture profile

The M-Profile architecture includes:

* The opportunity to include simple pipeline designs offering leading edge system performance levels in a
broad range of markets and applications.
* Highly deterministic operation:
— Single or low cycle count execution.
— Minimal interrupt latency, with short pipelines.
— Capable of cacheless operation.
* Excellent targeting of C/C++ code. This aligns with the Arm programming standards in this area:
— Exception handlers are standard C/C++ functions, entered using standard calling conventions.
* Design support for deeply embedded systems:
— Low pincount devices.
 Support for debug and software profiling for event-driven systems.

The simplest Armv8.0-M implementation, without any of the optional extensions, is a Baseline implementation,
see Al.4 Armv8-M variants on page 53. The Armv8.0-M Baseline offers improvements over previous M-Profile
architectures in the following areas:

* The optional Security Extension.

* An improved, optional, Memory Protection Unit (MPU) model.
* Alignment with Armv8-A and Armv8-R memory types.

* Stack pointer limit checking.

* Improved support for multi-processing.

* Better alignment with C11 and C11++ standards.

* Enhanced debug capabilities.

A1.3.1 Security Extension

The Armv8-M architecture introduces a number of new instructions to the M-Profile architecture to support asset
protection. These instructions are only available to implementations that support the Security Extension, see Al.4
Armv8-M variants on page 53.

A1.3.2 MPU model

The Armv8-M architecture provides a default memory map and permits implementations to include an optional
MPU. The optional MPU uses the Protected Memory System Architecture (PMSAv8) and contains improved
flexibility in the MPU region definition, see Chapter B9 The Armv8-M Protected Memory System Architecture on
page 267.

A1.3.3 Nested Vector Interrupt Controller

The Nested Vector Interrupt Controller (NVIC) is used for integrated interrupt and exception handling and
prioritization. Armv8-M increases the number of interrupts that can potentially be supported by the NVIC 480 for
external sources, and includes automatic vectoring and priority management, and automatic state preservation. See
Chapter B11 Nested Vectored Interrupt Controller on page 279.

A1.3.4 Stack pointers

The Armv8-M architecture introduces stack limit registers that trigger an exception on a stack overflow. The
number of stack limit registers available to an implementation is determined by the Armv8-M variant that is
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implemented, see B3.8 Stack pointer on page 80.

A1.3.5 The Armv8-M instruction set

Armv8-M only supports execution of T32 instructions. The Armv8-M architecture adds instructions to support:

* Improved facilitation of execute-only code generation.

* Improved code optimization.

* Exclusive memory access instructions to enhance support for multiprocessor systems.
* Semaphores and atomics (Load-Acquire/Store-Release instructions).

The optional Floating-point Extension adds floating-point instructions to the T32 instruction set, see Chapter B4
Floating-point Support on page 161.

In an Armv8.1-M implementation a number of non-vector instructions are added to the T32 instruction set, and an
implementation might also contain the optional Vector Extensions, see Chapter B5 Vector Extension on page 177.

Applies to an implementation of the architecture from Armv8.1-M onwards.

For more information about the instructions, see Chapter C1 Instruction Set Overview on page 427 and Chapter
C2, Instruction Specification.

A1.3.6 Debug

The Armv8-M architecture introduces:

* Enhanced breakpoint and watchpoint functionality.
* Improvements to the Instrumentation Trace Macrocell (ITM).
» Comprehensive trace and self-hosted debug extensions to make embedded software easier to debug and trace.

In an Armv8.1-M implementation, the optional Unprivileged Debug Extension adds support for unprivileged
debug.

Applies to an implementation of the architecture from Armv8.1-M onwards.

For more information about debug, see Chapter B12 Debug on page 283 and Chapter B13 Debug and Trace
Components on page 325.

In an Armv8.1-M implementation, the optional Performance Monitors Extension adds support for a Performance
Monitor Unit (PMU), see Chapter B14 The Performance Monitoring Extension on page 364.

Applies to an implementation of the architecture from Armv8.1-M onwards.

A1.3.7 Reliability, Availability, and Serviceability
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In an Armv8.1-M implementation, the Reliability, Availability, and Serviceability (RAS) Extension adds additional
debug support, see Chapter B15 Reliability, Availability, and Serviceability (RAS) Extension on page 407. The
minimum RAS Extension is mandatory in an Armv8.1-M implementation.

Applies to an implementation of the architecture from Armv8.1-M onwards.
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A1.4 Armv8-M variants

Each of the following extensions lists all of the features that are required to be present in an implementation for it
to be compliant with the architecture.

For example, an implementation that includes DIT, Data Independent Timing, must include:

* The Main Extension.

* FPCXT.

* LOB.

o (PXN).

* A minimal implementation of RAS.

All of the optional features described list all of the requirements of that feature.

Applies to an implementation of the architecture from Armv8.1-M onwards.

The Armv8-M architecture has the following optional extensions, which are abbreviated as follows:
Applies to an implementation of the architecture from Armv8.0-M onwards.

CDE - The Custom Datapath Extension

The Custom Datapath Extension is an OPTIONAL feature available from the Armv8-M architecture. An implemen-
tation that includes the Custom Datapath Extension must implement all of the features that are required by the
Main Extension (M), and might implement the following OPTIONAL features:

* The features that are provided by the Floating-point Extension (FP).
* The features that are provided by the Armv8.1 M-Profile Vector Extension (MVE).

Instructions that operate on the S or D register file require either FP or MVE. Instructions that operate on the Q
register file require MVE.

For more information see B3.37 The Custom Datapath Extension on page 157.

Note

The Custom Datapath Extension can also be referred to as Arm Custom Instructions for Armv8-M.
Applies to an implementation of the architecture from Armv8.0-M onwards.
DB - The Debug Extension

Note

For details about the individual features that constitute the Debug Extension, see B12.1 Debug feature
overview on page 284.

Applies to an implementation of the architecture from Armv8.0-M onwards.

DIT - Data Independent Timing
A PE that implements the DIT Extension includes:

* The features that are provided by the Main Extension (M)

¢ FPCXT access instructions.

* Low Overhead loops and Branch future (LOB).

* Privileged Execute-Never (PXN).

 Reliability, Availability, and Serviceability Extension (RAS).

Applies to an implementation of the architecture from Armv8.1-M onwards.
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DSP - The Digital Signal Processing Extension.

A PE that implements the DSP Extension must implement the Main Extension (M).

Applies to an implementation of the architecture from Armv8.0-M onwards.
DSPDE - The DSP Debug Extension
A PE that implements the DSP Debug Extension includes:

* The features that are provided by the Main Extension (M)

e FPCXT access instructions.

* Low Overhead loops and Branch future (LOB).

* Privileged execute-never (PXN).

* Reliability, Availability, and Serviceability Extension (RAS).
* Data Independent Timing (DIT).

* The Debug Extension (DB).

Applies to an implementation of the architecture from Armv8.1-M onwards.

FP - The Floating-point Extension

A PE that implements the Floating-point Extension must implement the Main Extension (M).

The Floating-point Extension supports either single-precision floating-point instructions or both single-precision

and double-precision floating-point instructions.
Applies to an implementation of the architecture from Armv8.0-M onwards.

FPCXT - FPCXT access instructions
A PE that implements the FPCXT access includes:

 The features that are provided by the Main Extension (M).
 Data Independent Timing (DIT).

* Low Overhead loops and Branch future (LOB).

* Privileged execute-never (PXN).

* Reliability, Availability, and Serviceability Extension (RAS).

Applies to an implementation of the architecture from Armv8.1-M onwards.
HP - Half-precision floating-point instructions
A PE that implements the HP Extension includes:

 The features that are provided by the Main Extension (M).

* Low Overhead loops and Branch future (LOB).

* The Floating-point Extension (FP).

 Reliability, Availability, and Serviceability Extension (RAS).

Applies to an implementation of the architecture from Armv8.1-M onwards.
LOB - Low Overhead loops and Branch future
A PE that implements the LOB Extension includes:

* The features that are provided by the Main Extension (M).

* Data Independent Timing (DIT).

¢ FPCXT access instructions.

* Privileged execute-never (PXN).

 Reliability, Availability, and Serviceability Extension (RAS).

Applies to an implementation of the architecture from Armv8.1-M onwards.
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M - The Main Extension
A PE that implements the Main Extension implements the System Timer Extension.
Note

* A PE with the Main Extension is also referred to as a Mainline implementation.

* A PE without the Main Extension is also referred to as a Baseline implementation. A Baseline im-
plementation has a subset of the instructions, registers, and features, of a Mainline implementation.

* Armv7-M compatibility requires the Main Extension.

* Armv6-M compatibility is provided by all Armv8-M implementations.

Applies to an implementation of the architecture from Armv8.0-M onwards.
A PE that is compliant with the Armv8.1-M architecture implements the Main Extension.
Applies to an implementation of the architecture from Armv8.1-M onwards.
MPU - The Memory Protection Unit Extension
Applies to an implementation of the architecture from Armv8.0-M onwards.
MVE - M-Profile Vector Extension
Note
The Armv8-M MVE can also be referred to as Arm Helium'™ for Armv8-M.

This extension provides operations on various SIMD data types.
It consists of MVE-I (integer) and MVE-F (floating-point).
A PE that implements MVE-F includes:

* Half-precision floating-point instructions (HP).
* The Floating-point Extension (FP).
* MVE-L

A PE that implements MVE-I includes:

* The features that are provided by the Main Extension (M).

* Data Independent Timing (DIT).

¢ (FPCXT) access instructions.

* Low Overhead loops and Branch future (LOB).

¢ Privileged execute-never (PXN).

* Reliability, Availability, and Serviceability Extension (RAS).
e The DSP Extension (DSP).
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Double-precision FP

A 4

Half-precison +
single-precision FP

MVE-F

Main
Extension

PXN
FPCXT

Applies to an implementation of the architecture from Armv8.1-M onwards.

PMU - Performance Monitoring Unit

A PE that implements the PMU Extension includes:

The features that are provided by the Main Extension (M).
Data Independent Timing (DIT).

FPCXT access instructions.

Low Overhead loops and Branch future (LOB).

Privileged execute-never (PXN).

Reliability, Availability, and Serviceability Extension (RAS).

Some events that are counted by the PMU require additional extensions.

Applies to an implementation of the architecture from Armv8.1-M onwards.

PXN - Privileged eXecute-Never

A PE that implements the PXN Extension includes:

The features that are provided by the Main Extension (M).
Data Independent Timing (DIT).

FPCXT access instructions.

Low Overhead loops and Branch future (LOB).

Reliability, Availability, and Serviceability Extension (RAS).

Applies to an implementation of the architecture from Armv8.1-M onwards.

RAS - Reliability, Serviceability, and Availability

A PE that implements the RAS Extension includes:

DDI0553B.1
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The features that are provided by the Main Extension (M).
Data Independent Timing (DIT).
FPCXT access instructions.

Low Overhead loops and Branch future (LOB).
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* Privileged execute-never (PXN).
* Reliability, Availability, and Serviceability Extension (RAS).
The minimum RAS Extension is mandatory in an Armv8.1-M implementation.
Applies to an implementation of the architecture from Armv8.1-M onwards.
S - The Security Extension
Note
The Armv8-M Security Extension can also be referred to as Arm TrustZone for Armv8-M.
Applies to an implementation of the architecture from Armv8.0-M onwards.
ST - The System Timer Extension
Applies to an implementation of the architecture from Armv8.0-M onwards.
UDE - Unprivileged Debug Extension
A PE that includes the Unprivileged Debug Extension includes:

¢ The features that are provided by the Main Extension (M).

* Data Independent Timing (DIT).

e FPCXT access instructions.

¢ Low Overhead loops and Branch future (LOB).

* Privileged execute-never (PXN).

* Reliability, Availability, and Serviceability Extension (RAS).
e The Debug Extension (DB).

e The Memory Protection Unit (MPU).

The Unprivileged Debug Extension is optional in an Armv8.1-M implementation.

Applies to an implementation of the architecture from Armv8.1-M onwards.

A line below each rule or information statement indicates the architecture version, the extensions that are required
for the rule or information statement to apply, and any other notes. Some extensions depend on the implementation
of other extensions, for example FP.

Applies to an implementation of the architecture from Armv8.1-M onwards.

A1.4.1 Features of Armv8.1-M

The following new features are introduced by Armv8.1-M:

* Registers:
- DSCEMCR.
— ERRADDRn.
— ERRADDR2n.
— ERRCTRLn.
— ERRDEVID.
- ERRFRn.
— ERRGSRn.
— ERRIIDR.
— ERRMISCOn.
— ERRMISClIn.
— ERRMISC2n.
- ERRMISC3n.
— ERRMISC4n.
— ERRMISC5n.
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— ERRMISC6n.

— ERRMISC7n.

— ERRSTATUSn.

— FPCXT (payload).

— LO_BRANCH_INFO (cache).

- PMU_AUTHSTATUS.

- PMU_CCFILTR.

- PMU_CCNTR.

— PMU_CIDRO.

- PMU_CIDRI.

- PMU_CIDR2.

- PMU_CIDR3.

— PMU_CNTENCLR.

— PMU_CNTENSET.

- PMU_CTRL.

- PMU_DEVARCH.

- PMU_DEVTYPE.

- PMU_EVCNTRn.

- PMU_EVTYPERn.

— PMU_INTENCLR.

— PMU_INTENSET.

- PMU_OVSCLR.

- PMU_OVSSET.

- PMU_PIDRO.

- PMU_PIDRI.

— PMU_PIDR2.

— PMU_PIDR3.

- PMU_PIDRA.

- PMU_SWINC.

- PMU_TYPE.

- RFSR.

- VPR.
e MVE instructions:

— The individual instructions are listed in Chapter C2, Instruction Specification.
* Exception model:

— New entry to the Stack frame, VPR.

— Handling of partially executed MVE instructions.

The following Armv8.0-M features are changed by the introduction of the Armv8.1-M architecture:
* The modified registers are:

— AIRCR.

- BFSR.

- CCR.

— CONTROL.

— CPACR.

- CPPWR.

— DAUTHCTRL.
— DAUTHSTATUS.
— DHCSR.

— DCRSR.

— DFSR.

- DWT_CYCCNT.
- EPSR.

— FPCAR.
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- FPCCR.

— FPDSCR.

- FPSCR.

- ICSR.

— ID_DFRO.

— ID_ISARO.

— ID_PFRO.

— ID_PFRI.

— MPU_RLAR.

— MPU_RLAR_An.
— MVFRO.

- MVFRI.

- MVFR2.

— NSACR.

— RETPSR (payload).
— XPSR.

In addition, the restrictions on access to a number of registers is relaxed to allow a debugger to write to the
register when the PE is not in Debug state.

* The Armv8.0-M Floating-point Extension is extended to include half-precision floating-point instructions.
These half-precision floating-point instructions are a mandatory part of the Floating-point Extension. These
instructions are:

- VABS.

— VADD.

— VCMPE.

- VCMP.

— VCVT (between floating-point and fixed-point).
— VCVT (floating-point to integer).
— VCVT (integer to floating-point).
— VCVTA.

— VCVTM.

— VCVTN.

- VCVTP.

- VCVTR.

- VDIV.

- VFMA.

- VEMS.

— VENMA.

— VENMS.

— VLDR.

— VMAXNM.

— VMINNM.

- VMLA.

- VMLS.

— VMOV (immediate).
- VMUL.

— VNEG.

— VNMLA.

— VNMLS.

— VNMUL.

— VRINTA.

— VRINTM.

— VRINTN.

— VRINTP.
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VRINTR.
VRINTX.
VRINTZ.
VSEL.
VSQRT.
VSTR.
VSUB.

¢ Other modified instructions are:

MOV (register).

ORR (register).

SG.

VMOV (half of doubleword register to single general-purpose register)
is an alias of VMOV (vector lane to general-purpose register).

VMOV (single general-purpose register to half doubleword register) is
an alias of VMOV (general-purpose register to vector lane).

VMRS.

VMSR.

Applies to an implementation of the architecture from Armv8.1-M onwards.

A1.4.2 Interaction between MVE and the Floating-point Extension in Armv8.1-M
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The following architecture features are present in an Armv8.1-M implementation if either or both of MVE and the
Floating-point Extension are implemented:

* Registers:

S0-S31.
CONTROL.{FPCA, SFPA}.
FPCCR.

FPCAR.

FPSCR.

MVERI.

* New and updated instructions:

VMOV (register).

VINS.

VMOVX.

VMOV (between general-purpose register and half-precision register).
VMOV (between general-purpose registers and single-precision register).
VMOV (between two general-purpose register and a doubleword register).
VMOV (between two general-purpose registers and two single-precision
registers).

VMSR, VMRS.

VLDM, VSTM, VPUSH, VPOP.

VSTR, VLDR.

VLSTM, VLLDM.

» Exception model:

Lazy and non-lazy stacking of the Floating-point context.

Faults that are related to the handling of state in the Floating-point Extension register file, including their
corresponding fault status register fields, which are:

* NOCP UsageFault.
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MLSPERR MemManage Fault.

LSPERR BusFault.

LSERR SecureFault, if the Security Extension is implemented.
LSPERR Secure Fault, if the Security Extension is implemented.

* ¥ ¥ %

A1.4.3 Debug in Armv8.1-M

The restrictions on access to a number of registers is relaxed to allow a debugger to write to the register when the
PE is not in Debug state.

Applies to an implementation of the architecture from Armv8.1-M onwards.
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Chapter B1
Resets

This chapter specifies the Armv8-M reset rules. It contains the following section:

B1.1 Resets, Cold reset, and Warm reset on page 64.
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B1.1 Resets, Cold reset, and Warm reset
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There are two resets:

¢ Cold reset.
e Warm reset.

Applies to an implementation of the architecture from Armv8.0-M onwards.

It is not possible to have a Cold reset without also having a Warm reset.

Applies to an implementation of the architecture from Armv8.0-M onwards.

On a Cold reset, registers that have a defined reset value contain that value.

Applies to an implementation of the architecture from Armv8.0-M onwards.

On a Warm reset, some debug register control fields that have a defined reset value remain unchanged, but otherwise
all registers that have a defined reset value contain that value.

Applies to an implementation of the architecture from Armv8.0-M onwards.

On a Warm reset, the PE performs the actions that are described by the TakeReset () pseudocode.

Applies to an implementation of the architecture from Armv8.0-M onwards.
AIRCR.SYSRESETREQ is used to request a Warm reset.

Applies to an implementation of the architecture from Armv8.0-M onwards.

For AIRCR.SYSRESETREQ), the architecture does not guarantee that the reset takes place immediately.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:

Chapter B12 Debug on page 283.
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This chapter specifies the Armv8-M power management rules. It contains the following section:
B2.1 Power management on page 66.

B2.2 Sleep on exit on page 68.
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B2.1 Power management

Incyr The following instructions and pseudocode functions hint to the PE hardware that it can suspend execution and
enter a low-power state:

* WaitForEvent ().
* WaitForInterrupt ().
* SleepOnExit ().

Applies to an implementation of the architecture from Armv8.0-M onwards.

B2.1.1 The Wait for Event (WFE) instruction

Rpemu When a WFE instruction is executed, if the state of the Event register is clear, the PE can suspend execution and
enter a low-power state.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Rupxv When a WFE instruction is executed, if the state of the Event register is set, the instruction clears the register and
completes immediately.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Rkonp If the PE enters a low-power state on a WFE instruction, it remains in that low-power state until it receives a WFE
wakeup event. When the PE recognizes a WFE wakeup event, the WFE instruction completes. The following are
WFE wakeup events:

¢ The execution of a SEV () instruction by any PE.

* When SCR.SEVONPEND is 1, any exception entering the pending state.

* Any exception at a priority that would preempt the current execution priority, taking into account any active
exceptions and including the effects of any software-controlled priority boosting by AIRCR.PRIS == 1 and
PRIMASK, FAULTMASK, or BASEPRI.

* If debug is enabled, a debug event.

. Any IMPLEMENTATION DEFINED event.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Ryroc The Armv8-M architecture does not define the exact nature of the low-power state that is entered on a instruction,
except that it does not cause a loss of memory coherency.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Irzgz Arm recommends that software always uses the instruction in a loop.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:
B3.13 Priority model on page 94.
WaitForEvent ().

SendEvent ().

B2.1.2 The Event register

Irpzm The Event register is a single-bit register for each PE in the system.

Applies to an implementation of the architecture from Armv8.0-M onwards.
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The Event register for a PE is set by any of the following:

* Any WFE wakeup event.
» Exception entry.
» Exception return.

Applies to an implementation of the architecture from Armv8.0-M onwards.

When the Event register is set, it is an indication that an event has occurred since the register was last cleared, and
that the event might require some action by the PE.

Applies to an implementation of the architecture from Armv8.0-M onwards.

A reset clears the Event register.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The execution of a WFE instruction will clear the Event Register.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Software cannot read, and cannot write to, the Event register directly.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:
SetEventRegister ()
ClearEventRegister ()

EventRegistered()

B2.1.3 The Wait for Interrupt (WFI) instruction
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When a WFI instruction is executed, the PE can suspend execution and enter a low-power state. If it does, it
remains in that state until it receives a WFI wakeup event. When the PE recognizes a Wr'I wakeup event, the WF I
instruction completes. The following are Wr I wakeup events:

* A reset.

* Any asynchronous exception at a priority that, ignoring the effect of PRIMASK (so that behavior is as if
PRIMASK is 0), would preempt any currently active exceptions.

* An IMPLEMENTATION DEFINED WFI wakeup event.

* If debug is enabled, a debug event.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Arm recommends that software always uses the WF I instruction in a loop.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:
B3.13 Priority model on page 94.

WaitForInterrupt ()
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B2.2 Sleep on exit
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It is IMPLEMENTATION DEFINED whether the S1eepOnExit () function causes the PE to enter a low-power
state during the return from the only active exception and the PE returns to Thread mode.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The PE enters a low-power state on return from an exception when all the following are true:

* EXC_RETURN.Mode == 1.
e SCR.SLEEPONEXIT== 1.

Applies to an implementation of the architecture from Armv8.0-M onwards.

If the sleep-on-exit function is enabled, it is IMPLEMENTATION DEFINED at which point in the exception return
process the PE enters a low-power state.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The wakeup events for the sleep-on-exit function are identical to the WrI instruction wakeup events.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:
B3.13 Priority model on page 94.
SleepOnExit ()

B3.22 Exception return on page 119.
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This chapter specifies the Armv8-M programmers’ model architecture rules. It contains the following sections:

B3.1 PE modes, Thread mode and Handler mode on page 71.

B3.2 Privileged and unprivileged execution on page 72.

B3.3 Registers on page 73.

B3.4 Special-purpose CONTROL register on page 75.

B3.5 XPSR, APSR, IPSR, and EPSR on page 76.

B3.6 Security states: Secure state, and Non-secure state on page 78.
B3.7 Security states and register banking between Security states on page 79.
B3.8 Stack pointer on page 80.

B3.9 Exception numbers and exception priority numbers on page 82.
B3.10 Exception enable, pending, and active bits on page 85.

B3.11 Security states, exception banking on page 87.

B3.12 Faults on page 89.

B3.13 Priority model on page 94.

B3.14 Secure address protection on page 98.

B3.15 Security state transitions on page 99.

B3.16 Function calls from Secure state to Non-secure state on page 101.

B3.17 Function returns from Non-secure state on page 102.
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B3.18 Exception handling on page 104.

B3.19 Exception entry, context stacking on page 106.

B3.20 Exception entry, register clearing after context stacking on page 115.

B3.21 Stack limit checks on page 116.
B3.22 Exception return on page 119.
B3.23 Integrity signature on page 123.
B3.24 Exceptions during exception entry on page 124.
B3.25 Exceptions during exception return on page 126.
B3.26 Tail-chaining on page 127.
B3.27 Exceptions, instruction resume, or instruction restart on page 130.
B3.28 Low overhead loops on page 133.
B3.29 Branch future on page 138.
Applies to an implementation of the architecture from Armv8.1-M onwards.
B3.30 Vector tables on page 140.

B3.31 Hardware-controlled priority escalation to HardFault on page 142.

B3.32 Special-purpose mask registers, PRIMASK, BASEPRI, FAULTMASK, for configurable priority boosting on

page 143.

B3.33 Lockup on page 145.

B3.34 Data independent timing on page 151.
Applies to an implementation of the architecture from Armv8.1-M onwards.
B3.35 Context Synchronization Event on page 154.

B3.36 Coprocessor support on page 155.

B3.37 The Custom Datapath Extension on page 157.

Copyright © 2015 - 2020 Arm Limited or its affiliates. All rights reserved.

Non-confidential

70



Chapter B3. Programmers’ Model
B3.1. PE modes, Thread mode and Handler mode

B3.1 PE modes, Thread mode and Handler mode

Renms There are two PE modes:

¢ Thread mode.
¢ Handler mode.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Irpyr A common usage model for the PE modes is:

* Thread mode: Applications.
* Handler mode: OS kernel and associated functions, that manage system resources.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Rrexe The PE handles all exceptions in Handler mode.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Remop Thread mode is selected on reset.
Applies to an implementation of the architecture from Armv8.0-M onwards.
See also:
B3.2 Privileged and unprivileged execution on page 72.
B3.5.1 Interrupt Program Status Register (IPSR) on page 76.

B3.6 Security states: Secure state, and Non-secure state on page 78.
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B3.2 Privileged and unprivileged execution

Ryuvrk Thread mode
Execution can be privileged or unprivileged.
Handler mode
Execution is always privileged.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Ivcru CONTROL.nPRIV determines whether execution in Thread mode is unprivileged.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Rspor In a PE without the Main Extension, it is IMPLEMENTATION DEFINED whether CONTROL.nPRIV can be set to 1.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Rissw Execution privilege can determine whether a resource is accessible.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Iensc Privileged execution typically has access to more resources than unprivileged execution.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:

B3.1 PE modes, Thread mode and Handler mode on page 71.
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B3.3 Registers
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There are the following types of registers:
General-purpose registers, all 32-bit:

¢ RO-R12 (Rn).
* R13. This is the stack pointer (SP).
* R14. This is the Link Register (LR).

Program Counter, 32-bit:

* R15 is the Program Counter (PC).
Special-purpose registers:

* Mask Registers:

— 1-bit exception mask register, PRIMASK.
— 8-bit base priority mask register, BASEPRI.
— 1-bit fault mask register, FAULTMASK.

* A 2-bit, 3-bit, or 4-bit CONTROL register.

* Two 32-bit stack pointer limit registers, MSPLIM and PSPLIM, if the Main Extension is not implemented
the Non-secure versions of these registers are RAZ/WI.

* A combined 32-bit Program Status Register (XPSR), comprising:

— Application Program Status Register (APSR).
— Interrupt Program Status Register (IPSR).
— Execution Program Status Register (EPSR).

Memory-mapped registers:
All other registers.

Applies to an implementation of the architecture from Armv8.0-M onwards.

A 32-bit combined exception return Program Status Register, RETPSR, contains a payload of the saved state
derived from the XPSR.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Extensions might add more registers to the base register set.

Applies to an implementation of the architecture from Armv8.0-M onwards.

SP refers to the active stack pointer, the Main stack pointer or the Process stack pointer.

Applies to an implementation of the architecture from Armv8.0-M onwards.

If the Main Extension is implemented, the LR is set to 0xFFFFFFFF on Warm reset.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.
If the Main Extension is not implemented, the LR becomes UNKNOWN on a Warm reset.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.

The PC is loaded with the reset handler start address on Warm reset.

Applies to an implementation of the architecture from Armv8.0-M onwards.
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The PC contains the instruction address of the instruction currently being executed. If an instruction reads the
value of the PC, the value returned will increase by 4.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Except for writes to the CONTROL register, any change to a special-purpose register by a CPS or MSR instruction
is guaranteed:

* Not to affect that CPS or MSR instruction, or any instruction preceding it in program order.
* To be visible to all instructions that appear in program order after the CP S or MSR.

Applies to an implementation of the architecture from Armv8.0-M onwards.
All unallocated or reserved values of fields with allocated values within the memory-mapped registers that are

described in this reference manual behave, unless otherwise stated in the register description, in one of the following
ways:

* The encoding maps onto any of the allocated values, but otherwise does not cause CONSTRAINED UNPRE-
DICTABLE behavior.

* The encoding causes effects that could be achieved by a combination of more than one of the allocated
encodings.

* The encoding causes the field to have no functional effect.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Reads of registers described as write-only (WO) behave as RESO.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Writes to a register described as read-only (RO) do not cause modification of the read-only register.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:
Chapter B7 The System Address Map on page 251.

B3.32 Special-purpose mask registers, PRIMASK, BASEPRI, FAULTMASK, for configurable priority boosting on
page 143.

B3.4 Special-purpose CONTROL register on page 75.
B3.21 Stack limit checks on page 116.

B3.5 XPSR, APSR, IPSR, and EPSR on page 76.

B1.1 Resets, Cold reset, and Warm reset on page 64.

Part D Register and Payload Specification.
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B3.4 Special-purpose CONTROL register
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MRS and MSR instructions can be used to access the CONTROL register.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Privileged execution can write to the CONTROL register. The PE ignores unprivileged writes to the CONTROL
register. All reads of the CONTROL register, regardless of privilege, are allowed.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The architecture requires a Context synchronization event to guarantee visibility of a change to the CONTROL
register.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The PE automatically updates CONTROL.SPSEL on exception entry and exception return.

Applies to an implementation of the architecture from Armv8.0-M onwards.

CONTROL.SPSEL selects the stack pointer when the PE is in Thread mode.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:
B3.35 Context Synchronization Event on page 154.
CONTROL, Control Register.
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B3.5 XPSR, APSR, IPSR, and EPSR

Rzrun The APSR, IPSR, and EPSR combine to form one register, the XPSR:
_ 31 30 29 28 27 26 25 24 23 20 19 16 15 109 8 0
APSR|N|z|c|V|a GE[3:0]"
XPSR IPSR 0 or Exception Number
EPSR IE(I:/:TTT T ICIIT/ECIT
N

T Reserved if the DSP Extension is not implemented
™ Reserved if the Main Extension is not implemented. ECI requires implementing the MVE Extension.

All unused bits in any of the APSR, IPSR, or EPSR, or any unused bits in the combined XPSR, are reserved.

Applies to an implementation of the architecture from Armv8.0-M. Note, ECI functionality only available in an Armv8.1-M

implementation.

Rxerp The MRS and MSR instructions recognize the following mnemonics for accessing the APSR, IPSR or EPSR, or a
combination of them:

Mnemonic Registers accessed

APSR APSR
IPSR IPSR
EPSR EPSR
IAPSR IPSR and APSR
EAPSR EPSR and APSR
IEPSR IPSR and EPSR
XPSR APSR, TIPSR, and EPSR
Applies to an implementation of the architecture from Armv8.0-M onwards.
RuLFR Arm deprecates using MSR AP SR without a _<bit s> qualifier as an alias for MSR APSR-_nzcvq.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:
B3.3 Registers on page 73.
APSR, Application Program Status Register.
B3.5.1 Interrupt Program Status Register (IPSR) .
B3.5.2 Execution Program Status Register (EPSR) on page 77.

B3.5.1 Interrupt Program Status Register (IPSR)
Rpreg When the PE is in Thread mode, the IPSR value is zero.
When the PE is in Handler mode:

* In the case of a taken exception, the IPSR holds the exception number of the exception being handled.
¢ When there has been a function call from Secure state to Non-secure state, the IPSR has the value of 1.

The PE updates the IPSR on exception entry and return.
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Applies to an implementation of the architecture from Armv8.0-M. Note, Secure state requires S.

The PE ignores writes to the IPSR by MSR instructions.

Applies to an implementation of the architecture from Armv8.0-M onwards.

If DCRDR is used to change the value of IPSR, then the value of IPSR becomes UNKNOWN. If DCRDR attempts
to set IPSR to an illegal value, then the UNKNOWN value is set to one of the known legal values.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:

B3.5 XPSR, APSR, IPSR, and EPSR on page 76.

B3.16 Function calls from Secure state to Non-secure state on page 101.
IPSR, Interrupt Program Status Register

BX, BXNS

B3.5.2 Execution Program Status Register (EPSR)
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A reset sets EPSR.T to the value of bit[0] of the reset vector.

Applies to an implementation of the architecture from Armv8.0-M onwards.

When EPSR.T is:
0: Any attempt to execute any instruction generates:

* An INVSTATE UsageFault, in a PE with the Main Extension.
¢ A HardFault, in a PE without the Main Extension.

1: The Instruction set state is T32 state and all instructions are decoded as T32 instructions.
Applies to an implementation of the architecture from Armv8.0-M. Note, UsageFault requires M.
The intent is that the Instruction set state is always T32 state.

Applies to an implementation of the architecture from Armv8.0-M onwards.

All EPSR fields read as zero using an MRS instruction. The PE ignores writes to the EPSR by an MSR instruction.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:
B3.5 XPSR, APSR, IPSR, and EPSR on page 76.
B3.5.2 Execution Program Status Register (EPSR) .
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B3.6 Security states: Secure state, and Non-secure state

Ryugrkr A PE with the Security Extension has two Security states:

¢ Secure state.
— Secure Thread mode.
— Secure Handler mode.
¢ Non-secure state.
— Non-secure Thread mode.
— Non-secure Handler mode.

Non-secure state Secure state
Thread mode Thread mode
Handler mode Handler mode

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

Rpger If the Security Extension is implemented, memory areas and other critical resources that are marked as secure can
only be accessed when the PE is executing in Secure state.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

Ruwrv A PE with the Security Extension resets into Secure state on both of the Armv8-M resets, Cold reset and Warm
reset.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

Rprcu A PE without the Security Extension resets into Non-secure state on both of the Armv8-M resets, Cold reset and
Warm reset.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - !S.

See also:

B3.1 PE modes, Thread mode and Handler mode on page 71.

B3.2 Privileged and unprivileged execution on page 72.

B3.7 Security states and register banking between Security states on page 79.
B3.11 Security states, exception banking on page 87.

B3.15 Security state transitions on page 99.

Chapter B5 Vector Extension on page 177.

Applies to an implementation of the architecture from Armv8.1-M onwards.
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B3.7 Security states and register banking between Security states
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In a PE with the Security Extension, some registers are banked between the Security states. When a register is

banked in this way, there is a distinct instance of the register in Secure state and another distinct instance of the
register in Non-secure state.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.
In a PE with the Security Extension:
* The general-purpose registers that are banked are:
— R13. This is the stack pointer (SP).
* The special-purpose registers that are banked are:

— The Mask registers, PRIMASK, BASEPRI, and FAULTMASK.
— Some bits in the CONTROL register.
— The Main and Process stack pointer Limit registers, MSPLIM and PSPLIM.

* The System Control Space (SCS) is banked.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

For MRS and MSR (register) instructions, SYSm[7] in the instruction encoding specifies whether the Secure
or the Non-secure instance of a Banked register is accessed:

Access from SYSm[7]
0 1
Secure state Secure instance Non-secure instance

Non-secure state  Non-secure instance RAZ/WI

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

This specification uses the following naming convention to identify a Banked register:

* <register name>_S: The Secure instance of the register.
* <register name>_NS: The Non-secure instance of the register.
» <register name>: The instance that is associated with the current Security state.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

See also:
B3.3 Registers on page 73.

B3.6 Security states: Secure state, and Non-secure state on page 78.

B3.8 Stack pointer on page 80.
B7.3 The System Control Space (SCS) on page 255.
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B3.8 Stack pointer
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In a PE with the Security Extension, four stacks and four stack pointer registers are implemented:

Stack Stack pointer register

Secure Main MSP_S
Process PSP_S

Non-secure  Main MSP_NS
Process PSP_NS

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

In a PE without the Security Extension, two stacks and two stack pointer registers are implemented:

Stack Stack pointer register
Main MSP
Process | PSP

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - !S.

On exception return the Armv8-M architecture only supports doubleword aligned stack pointers.

Applies to an implementation of the architecture from Armv8.0-M onwards.

If, on exception return, the stack pointers are not doubleword aligned, the CONSTRAINED UNPREDICTABLE
behavior is either:

* Treating the stack pointer as the actual value.
* Treating the stack pointer as if it were aligned.

Applies to an implementation of the architecture from Armv8.0-M onwards.

In Handler mode, the PE uses the main stack.

Applies to an implementation of the architecture from Armv8.0-M onwards.

In Thread mode, CONTROL.SPSEL determines whether the PE uses the main or process stack.

Applies to an implementation of the architecture from Armv8.0-M onwards.

In a PE without the Security Extension, MSP is selected and initialized on reset.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - !S.

In a PE with the Security Extension, the Secure main stack, MSP_S, is selected and initialized on reset.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

On Warm reset, the selected Stack Pointer either the MSP or MSP_S, is set to the value contained in the Vector
table, as described in TakeReset ().

Applies to an implementation of the architecture from Armv8.0-M. Note, S is required for MSP_S.

Bits [1:0] of the MSP or PSP, in either Security state, are RESOH, so that all stack pointers are always guaranteed to
be word-aligned.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

Where an instruction states that the SP is UNPREDICTABLE and SP is used:

e The value that is read or written from or to the SP is UNKNOWN.
¢ The instruction is permitted to be treated as UNDEFINED.
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« If the SP is being written, it is UNKNOWN whether a stack-limit check is applied.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Ryxaom After the successful completion of an exception entry stacking operation, the stack pointer of the stack pushed
because of the exception entry is doubleword-aligned.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Ipuro Arm recommends that the Secure stacks be located in Secure memory.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

See also:

B3.6 Security states: Secure state, and Non-secure state on page 78.
B3.1 PE modes, Thread mode and Handler mode on page 71.
B3.19 Exception entry, context stacking on page 106.

B3.30 Vector tables on page 140.

B3.3 Registers on page 73.

B3.21 Stack limit checks on page 116.
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B3.9 Exception numbers and exception priority numbers
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Each exception has an associated exception number and an associated priority number.

Applies to an implementation of the architecture from Armv8.0-M onwards.

In a PE with the Main Extension, the exceptions, their associated numbers, and their associated priority numbers
are as follows:

Exception Exception Number  Priority Number
Reset 1 -4 (Highest Priority)
Secure HardFault when AIRCR.BFHFNMINS is 1 3 -3

NMI 2 -2

Secure HardFault when AIRCR.BFHFNMINS is 0 3 -1
Non-Secure HardFault 3 -1
MemManage fault 4 Configurable
BusFault 5 Configurable
UsageFault 6 Configurable
SecureFault 7 Configurable
Reserved 8-10 -

SVCall 11 Configurable
DebugMonitor 12 Configurable
Reserved 13 -

PendSV 14 Configurable
SysTick 15 Configurable
External Interrupt O 16 Configurable
External interrupt N 16+N Configurable

When AIRCR.BFHFNMINS is 1, faults that target Secure state that are escalated to HardFault are still Secure
HardFaults. That is, the value of AIRCR.BFHFNMINS does not affect faults that target Secure state that are
escalated to HardFaults. This table row applies to such faults.

If the Security Extension is not implemented exception 7 is reserved.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M. Note, S is

required for Secure faults.

In a PE without the Main Extension, the exceptions, their associated numbers, and their associated priority numbers
are as follows:
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Exception Exception Number  Priority Number
Reset 1 -4 (Highest Priority)
Secure HardFault when AIRCR.BFHFNMINS is 1 3 -3

NMI 2 -2

Secure HardFault when AIRCR.BFHFNMINS is 0 3 -1
Non-Secure HardFault 3 -1
Reserved 4-10 -

SVCall 11 Configurable
Reserved 12-13 -

PendSV 14 Configurable
SysTick 15 Configurable
External Interrupt O 16 Configurable
External interrupt N 16+N Configurable

When AIRCR.BFHFNMINS is 1, faults that target Secure state that are escalated to HardFault are still Secure
HardFaults. That is, the value of AIRCR.BFHFNMINS does not affect faults that target Secure state that are
escalated to HardFaults. This table row applies to such faults.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - IM. Note, S is
required for Secure faults. ST is required for SysTick fault.

The maximum supported number of external interrupts is 496, regardless of whether the Main Extension is
implemented.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The architecture permits an implementation to omit external configurable interrupts where no external device is
connected to the corresponding interrupt pin. Where an implementation omits such an interrupt, the corresponding
pending, active, enable, and priority registers are RESO.

Applies to an implementation of the architecture from Armv8.0-M onwards.

In a PE with the Main Extension, the following exceptions with configurable priority numbers can be configured
with SHPR1- SHPR3 in the System Control Block (SCB):

* MemManage Fault.

* BusFault.

» UsageFault.

 SecureFault (if the Security Extension is implemented).
* SVCall

* DebugMonitor exception.

* PendSV.

» SysTick.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.

In a PE without the Main Extension the following exceptions with configurable priority numbers can be configured
with SHPR2 and SHPR3 in the System Control Block (SCB):

* SVCall.
e PendSV.
* SysTick.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - IM.
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Isopn All other configurable exceptions can be configured using the NVIC_IPRn.PRI_<n> register fields.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Ryrsm Configurable priority numbers start at 0, the highest configurable exception priority number.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Regecp In a PE with the Main Extension, the number of configurable priority numbers is an IMPLEMENTATION DEFINED
power of two in the range 8-256:

Number of priority Number of Minimum Priority Maximum Priority
bits of SHPRIN.PRI_n configurable Number Number
implemented Priority numbers (highest prioirty) (lowest priority)

3 8 0 011100000 =224
4 16 0 0b11110000 =240
5 32 0 0b11111000 =248
6 64 0 0b11111100 =252
7 128 0 0b11111110 =254
8 256 0 0b11111111 =255

All low-order bits of of SHPRIn.PRI_n that are not implemented as priority bits are RESO, as shown in the
maximum priority number column.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.

Rewmen In a PE without the Main Extension, the number of configurable priority numbers is 4:
Number of priority Number of Minimum Priority Maximum Priority
bits of SHPRIN.PRI_n configurable Number Number
implemented Priority numbers (highest prioirty) (lowest priority)

2 4 0 0b11000000 =192

SHPRn.PRI_n[5:0] are RESO, as shown in the maximum priority number column.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - IM.

See also:

B3.11 Security states, exception banking on page 87.
B3.12 Faults on page 89.

B3.13 Priority model on page 94.

SHPR1, SHPR2, SHPR3.

NVIC_IPRn.

ExecutionPriority ()
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The SHCSR, ICSR, DEMCR, NVIC_IABRn, NVIC_ISPRn contain exception enable, pending, and active fields.
STIR can be used to pend exceptions.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The following exceptions are always enabled and therefore do not have an exception enable bit:

e HardFault.
« NML

* SVCall.

e PendSV.

Applies to an implementation of the architecture from Armv8.0-M onwards.

In a PE without the Security Extension:

* Privileged execution can pend interrupts by writing to the NVIC_ISPRn.
* When CCR.USERSETMPEND is 1, unprivileged execution can pend interrupts by writing to the STIR.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - !S.

In a PE with the Security Extension:

* The STIR can pend any Secure or Non-secure interrupt, as follows:

Secure state Non-secure state
Privileged Can use STIR to pend Can use STIR to pend
execution any Secure or Non- a Non-Secure interrupt.

secure interrupt.
Unprivileged When CCR_S.USERSETMPEND is I, When CCR_NS.USERSETMPEND is 1

execution can use STIR to pend any Secure or can use STIR to pend any
Non-secure interrupt, otherwise Non-secure interrupt, otherwise
when CCR_S.USERSETMPEND is 0  when CCR_NS.USERSETMPEND is 0
a BusFault is generated. a BusFault is generated.

e The STIR_NS can pend a Non-secure interrupt, as follows:

Secure state Non-secure state
Privileged Can use STIR_NS. to pend a RESO
Non-secure interrupt.
Unprivileged When CCR_NS.USERSETMPEND is 1, can use BusFault
STIR_NS to pend a Non-secure interrupt,
otherwise when CCR_NS.USERSETMPEND is 0
a BusFault is generated.

e The NVIC_ISPRn can pend any Secure or Non-secure interrupt, as follows:

Secure state Non-secure state
Privileged Can use NVIC_ISPRn to pend Can use NVIC_ISPRn to pend
execution any Secure or Non-secure a Non-secure interrupt
interrupt
Unprivileged BusFault BusFault

execution

e The NVIC_ISPRn_NS can pend a Non-secure interrupt, as follows:
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Secure state Non-secure state

Privileged Can useNVIC_ISPRn_NS topenda RESO
execution Non-secure interrupt
Unprivileged BusFault BusFault
execution
Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.
The following table identifies the fault enable, status and active bits:
Fault, Enable Status bit Pending bit Active bit
(SHCSR) and Trap Bits SHCSR, ICSR SHCSR
Secure HardFault HFSR.VECTTBL HARDFAULTPENDED HARDFAULTACT
HFSR.FORCED
HFSR.DEBUGEVT
NMI - PENDNMISET NMIACT
HardFault HFSR.VECTTBL HARDFAULTPENDED HARDFAULTACT
HFSR.FORCED
HFSR.DEBUGEVT
MemanageFault MMFSR.IACCVIOL MEMFAULTPENDED MEMFAULTACT
MEMFAULTENA MMFSR.DACCVIOL
MMFSR.MUNSTKERR
MMFSR.MSTKERR
MMFSR.MLSPERR
BusFault BFSR.IBUSERR BUSFAULTPENDED BUSFAULTACT
BUSFAULTENA BFSR.PRECISERR
BFSR.IMPRECISERR
BFSR.UNSTKERR
BFSR.STKERR
BFSR.LSPERR
UsageFault UFSR.UNDEFINSTR USGFAULTPENDED USGFAULTACT
UFSR.INVSTATE
UFSR.INVPC
UFSR.NOCP
UFSR.STKOF
CCR.UNALIGN_TRP UFSR.UNALIGNED - -
CCR.DIV_O_TRP UFSR.DIVBYZERO - -
SecureFault SFSR.INVEP SECUREFAULTPENDED SECUREFAULTACT
SECUREFAULTENA SFSR.NVIS
SFSR.INVER
SFSR.AUVIOL
SFSR.INVTRAN
SFSR.LSPERR
SFSR.LSERR
SVCall - SVCALLPENDED SVCALLACT
DebugMonitor - DEMCR.MON_PEND MONITORACT
DEMCR.MON_EN
PendSV - PENDSVSET PENDSVACT
SysTick - PENDSTSET SYSTICKACT
SYST_CSR.ENABLE and
SYST_CSR.TICKINT
External Interrupt - NVIC_ISPRn NVIC_ICPRn NVIC_IABRn

NVIC_ICERn

Applies to an implementation of the architecture from Armv8.0-M onwards.
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B3.11 Security states, exception banking

Rpgnv

Some exceptions are banked. A banked exception has all the following:

Banked enabled, pending, and active bits.
A banked SHPRn.PRI field.

A banked exception vector.

A state relevant handler.

Exception Banked
Reset No
HardFault Yes (conditionally)
NMI No
MemManage fault Yes
BusFault No
UsageFault Yes
SecureFault No
SVCall Yes
DebugMonitor No
PendSV Yes
SysTick Yes

External interrupt 0  No

External interrupt N No

MemManage Fault, UsageFault, BusFault and the DebugMonitor exception require the Main Extension to be
implemented. SecureFault requires the Security Extension to be implemented.

The SysTick exception is banked if the Main Extension is implemented. If the Main Extension is not implemented,
it is IMPLEMENTATION DEFINED if the exception is banked or if there is a single instance that has a configurable
target Security state.

Applies to an implementation of the architecture from Armv8.0-M. Note, some exceptions require M, S, DebugMonitor exception

or ST.
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A banked synchronous exception targets the Security state that it is taken from, except for the following cases:

When accessing a coprocessor that is disabled only by the NSACR, any NOCP UsageFault that is generated
as a result of that access will target Secure state, even though the PE was executing in Non-secure state.

When accessing a coprocessor that is disabled only by the CPPWR, any NOCP UsageFault that is generated
as a result of that access will target the Secure state if the corresponding CPPWR.SUSm bit is set to 1,
otherwise the NOCP UsageFault will target the current Security state.

If an instruction triggers lazy floating-point state preservation, then the banked exception will be raised as if
the current Security state was the same as that of the floating-point state, as indicated by FPCCR.S.

Banked faults and exceptions which arise from instruction fetch will target the Security state associated with
the instruction address instead of the current Security state.

Where Non-secure HardFault is enabled, because AIRCR.BFHFNMINS is set to 1, the following applies:

— HardFault exceptions generated through escalation will target the Security state of the original exception
before its escalation to HardFault.

— A HardFault generated as a result of a failed vector fetch will target the Security state of the exception
raised during the failed vector fetch and not the current Security state.

Faults triggered by the stacking of callee registers always target the Secure state.
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Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S. Note, a
UsageFault requires M, Floating-point state requires FP.

If AIRCR.BFHFNMINS == 0, then all Non-secure HardFaults are escalated to Secure HardFaults, and Non-secure
pending bits behave as zero for everything except explicit reads and writes.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Where an implementation has two SysTick timers, one in each Security state, each timer targets its owning Security
state and not the current Execution state of the PE.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S && ST.

NMI can be configured to target either Security state, by using AIRCR.BFHFNMINS.

Applies to an implementation of the architecture from Armv8.0-M onwards.

BusFault can be configured to target either Security state, by using AIRCR.BFHFNMINS.

Applies to an implementation of the architecture from Armv8.0-M onwards.

SecureFault always targets Secure state.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

The DebugMonitor exception targets Secure state if the status bit DEMCR.SDME is 1. Otherwise, it targets
Non-secure state.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Each external interrupt, 0-N, targets the Security state that its NVIC_ITNSn[bit number] dictates.

Applies to an implementation of the architecture from Armv8.0-M onwards.

When <exception> targets Secure state, the Non-secure view of its priority field, any enabled, pending, and active
bits, are RAZ/WI.

<exception> is one of:

* NML

¢ BusFault.

* DebugMonitor.

* External interrupt N.

* In a PE without the Main Extension, and a single instance of the SysTick Timer, SysTick.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S. Note, a

BusFault exception requires M, a DebugMonitor exception requires DebugMonitor exception.

Secure software must ensure that when changing the target Security state of an exception, the exception is not
pending or active. A change to the Security state of an exception when the exception is pending or active might
lead to UNPREDICTABLE behavior.

Applies to an implementation of the architecture from Armv8.0-M. Note, S.

See also:

B3.9 Exception numbers and exception priority numbers on page 82.
B3.30 Vector tables on page 140.
SHCSR, System Handler Control and State Register.
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There are the following Fault Status Registers:

¢ HardFault Status Register HFSR. Present only if the Main Extension is implemented.

* MemManage Fault Status Register MMFSR. Present only if the Main Extension is implemented.

* BusFault Status Register BESR. Present only if the Main Extension is implemented.

» UsageFault Status Register UFSR. Present only if the Main Extension is implemented.

 SecureFault Status Register SFSR. Present only if the Main Extension is implemented.

* Debug Fault Status Register DFSR. Present only if Halting debug or the Main Extension is implemented.
* Auxiliary Fault Status Register AFSR. The contents of this register are IMPLEMENTATION DEFINED.

* RAS Fault Status Register RFSR.

In a PE with the Main Extension, the BFSR, MMFSR, and UFSR combine to form one register, called the
Configurable Fault Status Register (CFSR).

There are the following Fault Address Registers:

* MemManage Fault Address Register (MMFAR). Present only if the Main Extension is implemented.
* BusFault Address Register (BFAR). Present only if the Main Extension is implemented.
* SecureFault Address Register (SFAR). Present only if the Main Extension is implemented.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M && RAS.
Note, RAS is present only in the Armv8.1-M architecture.

Unless otherwise stated, MMFAR is updated only for a MemManage fault on a direct data access.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.

Unless otherwise stated, BFAR is updated only for a BusFault on a data access, a precise fault.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.

Unless otherwise stated, SFAR is updated only for a SecureFault on a memory access that caused a Security
Attribution Unit violation.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M && S.

Each fault address register has an associated valid bit. When the PE updates the fault address register, the PE sets
the valid bit to 1.

Fault address register  Valid bit

MMFAR MMFSR.MMARVALID
BFAR BFSR.BFARVALID
SFAR SFSR.SFARVALID

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.

If a fault occurs that would otherwise set a FAR valid bit to 1, which has already been set by an earlier fault it is
IMPLEMENTATION DEFINED whether:

* The FAR register is updated with the new syndrome.
* The FAR register retains the syndrome of the original fault.

Applies to an implementation of the architecture from Armv8.0-M onwards.

If the Security Extension is not implemented, it is IMPLEMENTATION DEFINED whether separate BFAR and
MMFAR are implemented. If one shared fault address register is implemented, then on a fault that would otherwise
update the shared fault address register, if one of the other valid bits is set to 1, it is IMPLEMENTATION DEFINED
whether:

Copyright © 2015 - 2020 Arm Limited or its affiliates. All rights reserved. 89
Non-confidential



Chapter B3. Programmers’ Model

B3.12. Faults

Rxpun

Iiorz

Ipepe

InssB

Ismvo

ILRNV

DDI0553B.1
1D30062020

 The shared fault address register is updated, the valid bit for the fault is set, and the other valid bit is cleared.
* The shared fault address register is not updated, and the valid bits are not changed.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M && !S.

If the Security Extension is implemented, it is IMPLEMENTATION DEFINED whether separate fault address registers
for each fault are implemented. If one shared fault address register per Security state is implemented, then on a
fault that would otherwise update the shared fault address register, if one of the other FAR valid bits for the same
Security state is set to 1, it is IMPLEMENTATION DEFINED whether:

 The shared fault address register is updated, the valid bit for the fault is set, and the other valid bit is cleared.
* The shared fault address register is not updated, and the valid bits are not changed.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M && S.

AIRCR.BFHFNMINS dictates which shared fault registers are used depending on the Security state:

e In Secure state, the fault registers that might be shared are SFAR and MMFAR_S, and when
AIRCR.BFHFNMINS is 0, BFAR.

* In Non-secure state, the fault registers that might be shared are MMFAR_NS and when AIRCR.BFHFNMINS
is 1, BFAR.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M && S.

For example in an implementation that contains a shared Fault Address Register, the shared fault register
might be written to with the address of the memory location being accessed that caused a BusFault fault, and
BFSR.BFARVALID is set to 1. If the BESR.BFARVALID is still set when a MemManage fault subsequently
occurs that might update the shared fault address register it is an IMPLEMENTATION DEFINED choice between:

* The shared fault address register being updated with the syndrome that caused the MemManage fault, the
BFSR.BFARVALID being cleared and MMFSR.MMARVALID for the MemMange fault being set.

* The address of the memory location that caused the BusFault is retained and the fault address informa-
tion generated by the MemManage fault is discarded without clearing BFSR.BFARVALID or updating
MMFSR.MMARVALID for the MemManage fault.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M && !S.

If a Secure MemMange fault occurs that targets Secure state, as described by ExceptionTargetsSecure (),
the Secure shared fault register is written to with the address of the memory location that caused the MemManage
fault, and MMFSR_S.MMARVALID is set to 1. If the MMFSR_S.MMARVALID:is still set when a SecureFault
subsequently occurs it is an IMPLEMENTATION DEFINED choice between:

* The shared fault address register being updated with the address of the memory location that that caused the
SecureFault, MMFSR_S.MMARVALID being cleared and SFSR.SFARVALID being set.

* The address of the memory location that caused the MemManageFault is retained and the fault address
information generated by the SecureFault is discarded without out clearing MMFSR_S.MMARVALID or
updating SFSR.SFARVALID.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M && S.

Arm strongly recommends that if a separate BFAR is implemented, the associated BFAR and BFSR.BFARVALID
bit is cleared when changing AIRCR.BFHFNMINS so as not to expose the last accessed address to Non-secure
state.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M && S.

When the Security extension is implemented:

e If AIRCR.BFHFNMINS is 0 a read of BFAR_NS will return 0.
e If AIRCR.BFHFNMINS is 1 a read of BFAR_NS and BFAR_S might return the same value. This behavior
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cannot be relied on if there is a change to AIRCR.BFHFNMINS between the reads of BFAR in different

Security states.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M && S.

Rxaopm In a PE with the Main Extension, the faults are:
Exception Exception Fault Status Bit
Number
3 HardFault HardFault on Vector table entry read error HFSR.VECTTBL
HardFault on fault escalation HFSR.FORCED
HardFault on BKPT escalation HFSR.DEBUGEVT
4 MemManage MemManage fault on an instruction fetch ~MMFSR.IACCVIOL
Fault MemManage Fault on direct data access MMFSR.DACCVIOL
MemManage Fault on context unstacking ~MMFSR.MUNSTKERR
by hardware.
MemManage Fault on context stacking MMFSR.MSTKERR
by hardware, becauase of a
MPU access violation.
When lazy Floating-point context MMFSR.MLSPERR
preservation is active, a MemManage
fault on saving Floating-point
context to the stack
5 BusFault BusFault on an instruction fetch, BFSR.IBUSERR
precise
BusFault on a data access, precise BFSR.PRECISERR
BusFault on a data access, imprecise BFSR.IMPRECISERR
BusFault on a context unstacking by BFSR.UNSTKERR
hardware
BusFault on context stacking by BFSR.STKERR
hardware
When lazy Floating-point context BFSR.LSPERR
preservation is active, a BusFault
on saving Floating-point context to
the stack
6 UsageFault UsageFault, undefined instruction UFSR.UNDEFINSTR
UsageFault, invalid Instruction UFSR.INVSTATE
set state because EPSR.T
is 0 or because of an exception
return with a valid ICI value
where the return address does not
target either a load/store/clear
multiple instruction or a breakpoint
instruction
UsageFault, failed integrity check UFSR.INVPC
on exception return or a function
return with a transition from
Non-secure state to Secure state
UsageFault, no coprocessor UFSR.NOCP
UsageFault, stack overflow UFSR.STKOF
UsageFault, unaligned access UFSR.UNALIGNED
UsageFault, divide by zero when UFSR.DIVBYZERO
CCR.DIV_0_TRPis 1
7 SecureFault SecureFault, invalid Secure state SEFSR.INVEP
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entry point

SecureFault, invalid integrity SFSR.INVIS
signature when unstacking

SecureFault, invalid exception return SFSR.INVER
SecureFault, attribution unit SFSR.AUVIOL
violation

SecureFault, invalid transition from SFSR.INVTRAN
Secure state

SecureFault, lazy Floating-point SFSR.LSPERR
context preservation error

SecureFault, lazy Floating-point SFSR.LSERR

context error

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M. Note, Secure
Faults require S, EPSR.ECI requires MVE & & Armv8.1-M.

Exception vector reads use the default system address map.

Applies to an implementation of the architecture from Armv8.0-M onwards.

In an Armv8.1-M implementation when a HardFault is generated as a result of a read of the Vector table
HFSR.FORCED is not set. In an Armv8.0-M implementation it is IMPLEMENTATION DEFINED whether a
HardFault generated as a result of Vector table read sets HFSR.FORCED.

Applies to an implementation of the architecture from Armv8.1-M onwards.
RAS faults can generate BusFaults, and these are recorded in RFSR.
Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - RAS.

In a PE without the Main Extension, the enable, pending, and active bits in SHCSR are RESO for those faults that
are only included in a PE with the Main Extension.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.

In a PE without the Main Extension, the faults are:

Exception number Exception
3 HardFault

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - IM.

Fault conditions that would generate a SecureFault in a PE with the Main Extension instead generate a Secure
HardFault in a PE without the Main Extension.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

For the exact circumstances under which each of the Armv8-M faults is generated, see the appropriate Fault Status
Register description.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.

See also:

B3.9 Exception numbers and exception priority numbers on page 82.
B3.31 Hardware-controlled priority escalation to HardFault on page 142.
Chapter B12 Debug on page 283.
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Part D Register and Payload Specification.
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An exception, other than reset, has the following possible states:

Active:
An exception that either:

* Is being handled.
* Was being handled. The handler was preempted by a handler for a higher priority exception.

Pending:
An exception that has been generated, but that is not active.

Inactive:
The exception has not been generated.

Active and pending:
One instance of the exception is active, and a second instance of the exception is pending. Only asynchronous
exceptions can be active and pending. Synchronous exceptions are either inactive, pending, or active.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Lower priority numbers take precedence over higher priority numbers.

Applies to an implementation of the architecture from Armv8.0-M onwards.

When no exception is active and no priority boosting is active, the instruction stream that is executing has a priority
number of (maximum supported priority number+1). The instruction stream that is executing can be interrupted by
an exception with sufficient priority.

If any exceptions are active the current execution priority is determined by:

1. In a PE with the Main Extension, the calculation of the effect of AIRCR.PRIGROUP on the comparison of
BASEPRI to the SHPRn.PRI and NVIC_IPRn values.

2. In a PE with or without the Main Extension applying the effects of PRIMASK.PM and AIRCR.PRIS.
3. In a PE with the Main Extension applying the effects of FAULTMASK.FM.
4. The execution priority is the either:

* The exception with the lowest priority number.
* The exception with the lowest priority group value.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Execution at a particular priority can only be preempted by an exception with a lower group priority value.

Applies to an implementation of the architecture from Armv8.0-M onwards.

In thread mode, when there are no active exceptions and no priority boosting is enabled, the execution priority is
256.

Applies to an implementation of the architecture from Armv8.0-M onwards.

In a PE with the Main Extension, BASEPRI and each SHPRn.PRI_n and NVIC_IPRn.PRI_Nn are 8-bit fields that
AIRCR.PRIGROUP splits into two fields, a group priority field and a subpriority field:
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BASEPRI, SHPRn.PRI_n [7:0], and NVIC_IPRn.PRI_Nn [7:0]
AIRCR.PRIGROUP value Group priority field Subpriority field

0 [7:1] [0]

1 [7:2] [1:0]
2 [7:3] [2:0]
3 [7:4] [3:0]
4 [7:5] [4:0]
5 [7:6] [5:0]
6 [7] [6:0]
7 - [7:0]

In a PE without the Main Extension, AIRCR.PRIGROUP is RESO, therefore each SHPR.PRI_n and
NVIC_IPRn.PRI_Nn is split into two as follows:

AIRCR.PRIGROUP SHPRn.PRI_n [7:0], and NVIC_IPRn.PRI_Nn [7:0]
Group priority field Subpriority field
RESO [7:1] (0]

SHPRn.PRIn[5:0] are RESO in a PE without the Main Extension.

All low order bits of BASEPRI, SHPRn.PRI, and NVIC_IPRn are not implemented as priority bits are RESO.
Applies to an implementation of the architecture from Armv8.0-M onwards.

Ruowk When AIRCR.PRIS is 1, each Non-secure SHPRn_NS.PRI_n priority field value [7:0] has the following sequence
applied to it, it:

1. Is divided by two.
2. The constant 0x80 is then added to it.

This is equivalent to the priority field value output_pri = ‘1’:input_pri[7:1] and the priority comparisons are done
on the effective field value after the division by 2 + 0x80 has been performed.

This maps the Non-secure SHPRn_NS.PRI_n group priority field values to the bottom half of the priority range.
When this sequence is applied, any effects of AIRCR.PRIGROUP have already been taken into account, so the
subpriority field is dropped and the sequence is only applied to the group priority field.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S. Note,
Subpriority requires M.
Reorv After applying AIRCR.PRIS:

* If there are multiple pending exceptions, the pending exception with the lowest group priority field value
takes precedence.

e If multiple pending exceptions have the same group priority field value, the pending exception with the
lowest subpriority field value takes precedence.

 If multiple pending exceptions have the same group priority field value and the same subpriority field value,
the pending exception with the lowest exception number takes precedence.

* If a pending Secure exception and a pending Non-secure exception both have the same group priority
field value, the same subpriority field value, and the same exception number, the Secure exception takes
precedence.

Applies to an implementation of the architecture from Armv8.0-M. Note, a Secure exception requires S.
Rinuc If there are multiple pending exceptions it is IMPLEMENTATION DEFINED whether the AIRCR.PRIGROUP mask
is applied to:

* The active tree only.

DDI0553B.1 Copyright © 2015 - 2020 Arm Limited or its affiliates. All rights reserved. 95
1D30062020 Non-confidential



Chapter B3. Programmers’ Model
B3.13. Priority model

Incps

I XFVH

DDI0553B.1
1D30062020

* The active tree and the pending tree.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The following is an example of exceptions with different priorities:

This example considers the following exceptions, that all have configurable priority numbers:

* A has the highest priority.
* B has medium priority.
* C has lowest priority.

Example sequence of events:

1.
2.

No exception is active and no priority boosting is active.
B is generated. The PE takes exception B and starts executing the handler for it. Exception B is now active
and the current execution priority is that of B.

. Ais generated. A is higher priority, therefore A preempts B, and the PE starts executing the handler for A.

Exception A is now active and the current execution priority is that of A. Exception B remains active.

C is generated. C has the lowest priority, therefore it is pending.

The PE reduces the priority of A to a priority that is lower than C. B is now the highest priority active
exception, therefore the execution priority moves to that of B. The PE continues executing the handler for A
at the priority of B. After completing A, the PE restarts the handler for B. After completing B, the PE takes
exception C and starts executing the handler for it. C is now active and the current execution priority is that
of C.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The following diagram shows an example. In this example, all 8 bits of SHPRn_NS.PRI_n are implemented as
priority bits and AIRCR.PRIGROUP_NS is set to 0.

Non-secure group

priority field Priority range
values
0x00 0x00
A

Increasing OX7E

priority 0x80

OXFF R OXFF

In this example, the mapping is:
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SHPRn_NS.PRI_n value Mapped to

0x00 0x80
0x02 0x81
0x04 0x82
0x06 0x83
O0xXFE OxXFF

In this example, Secure exceptions in the range 0x00-0x7F have priority over all Non-secure exceptions.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M && S.

Iwpce In a PE without the Main Extension but with the Security Extension, when AIRCR.PRIS is set to 1 the Non-secure
exception is mapped to the lower half of the priority range, as shown in the table:

Non-secure group priority value Mapped to

0x00 0x80
0x40 0xA0
0x80 0xCO
0xCO 0xEO

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S && M.

See also:
B3.9 Exception numbers and exception priority numbers on page 82.

B3.32 Special-purpose mask registers, PRIMASK, BASEPRI, FAULTMASK, for configurable priority boosting on
page 143.

B3.31 Hardware-controlled priority escalation to HardFault on page 142.
ExceptionPriority ().
ExecutionPriority ().
ComparePriorities().

RawExecutionPriority ().
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B3.14 Secure address protection
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NS-Req defines the Security state that the PE or DAP requests that a memory access is performed in.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.
NS-Attr marks a memory access as Secure or Non-secure.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.
For PE data accesses, NS-Req is equal to the current Security state.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

For PE and DAP data accesses, NS-Attr is determined as follows:

NS-Req Security attribute of the location being accessed NS-Attr

Non-secure Non-secure Non-secure
Secure N/a

Secure Non-secure Non-secure
Secure Secure

If the NS-Req is Non-secure and the Security attribute of the location being accessed is Secure NS-Attr is not
generated and an AUVIOL or INVEP exception is generated.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

For instruction fetches, NS-Req and NS-Attr are equal to the Security attribute of the location being accessed.
NS-Attr also determines the Security state of the PE.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.
It is not possible to execute Secure code in Non-secure state, or Non-secure code in Secure state.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

See also:
B3.15 Security state transitions on page 99.

B12.3.4 DAP access permissions on page 301.
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For a transition to an address in the other Security state, the following table shows when the PE changes Security
state:

Current Security state  Security attribute Conditions for a change in Security state
of the branch target address
Secure X Change to Non-secure state if the branch was an

interstating branch instruction,
BXNS or BLXNS, with the least
significant bit of its target address set to 0.

Non-secure Secure and Non-secure callable Change to the Secure state if both:
- The branch target address contains an SG
instruction which is fetched and executed.
- The whole of the instruction at the branch target
address is flagged as Secure
and Non-secure callable.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

The PE will transition from Non-secure to Secure state when all of the following apply:

* The security attribute of the branch target address is Secure and Non-secure callable.

* The branch target address contains an SG which is fetched and executed.

* The whole of the instruction at the branch target address is flagged as Secure and Non-secure callable.
* The execution of the SG instruction does not raise a fault.

Applies to an implementation of the architecture from Armv8.1-M onwards.

SG instructions in Secure memory are valid entry points to Secure code. They prevent Non-secure code from being
able to jump to arbitrary addresses in Secure code.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

When an interstating branch is executed in Secure state, the least significant bit of the target address indicates the
target Security state:

1: The target Security state is Secure.
0: The target Security state is Non-secure.
Interstating branches are UNDEFINED in Non-secure state.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

On transition from Secure to Non-secure state, if the least significant bit of an interstating branch is set to one, the
execution of the next instruction will generate either an INVTRAN SecureFault or Secure HardFault.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S. Note, an

INVTRAN SecureFault requires M.

On transition from Non-secure to Secure state, if there is no SG instruction or the whole instruction at the branch
target address is not flagged as Secure and Non-secure callable the execution of the next instruction will generate
either an INVEP SecureFault or Secure HardFault.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S. Note, an
INVTRAN SecureFault requires M.

If sequential instruction execution crosses from Non-secure memory to Secure memory, then if the Secure memory
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entry point contains an SG instruction and the whole of the instruction at the Secure memory entry point is flagged
as Secure and Non-secure callable, it is CONSTRAINED UNPREDICTABLE whether:

* The PE changes to Secure state.
* Either an INVTRAN SecureFault or Secure HardFault is generated:

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S. Note, an
INVTRAN SecureFault requires M.

When an exception is taken to the other Security state, the PE automatically transitions to that other Security state.
Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

When the following conditions are met, the value indicated by the current Secure stack pointer is loaded from
memory:

e The SG instruction is executed in Non-secure state.
* Either the SAU or IDAU, or both, indicate that the SG instruction was fetched from Secure memory.
* The PE is executing in Thread mode.

The load of the value indicated by the current Secure stack pointer is performed with the privilege level indicated
by CONTROL_S.nPriv and NS-req set to Secure.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - S.

An INVEP SecureFault is raised if the all of the following are true:
e CCR_S.TRDissetto 1.
* Either, or both, of the following conditions are met:

— CONTROL_S.SPSEL is 0.
— The top 31 bits of the value indicated by the current Secure stack pointer loaded from memory matches
the top 31 bits of OxFEFA125A.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - S.

See also:
C1.4.7 Instruction set, interworking and interstating support on page 446.

Chapter B9 The Armv8-M Protected Memory System Architecture on page 267.
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If a BLXNS interstating branch generates a change from Secure state to Non-secure state, then before the Security
state change:

¢ The return address, which is the address of the instruction after the instruction that caused the function call,
the IPSR value and CONTROL.SFPA are stored onto the current stack, as shown in the following figure.
ReturnAddress[0] is set to 1 to indicate a return to the T32 instruction set state. The IPSR is stacked in the
partial RETPSR, and CONTROL.SFPA is stacked in bit [20] of the partial RETPSR.

SP
offset
0x08 <« Original SP*
0x04 Partial RETPSR
0x00 ReturnAddress | «— New SP

¢ If the PE is in Handler mode, IPSR has the value of 1.
e The FNC_RETURN value is saved in the LR.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S. Note,
CONTROL.SFPA requires FP.
Behavior is CONSTRAINED UNPREDICTABLE when a function call stack frame is not doubleword-aligned, and

one of the following behaviors must occur:

 The instruction uses the current value of the stack pointer.
* The instruction behaves as though bits [2:0] of the stack pointer are 0b000.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

Arm recommends that when Secure code calls a Non-secure function, any registers not passing function arguments
are set to 0.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

See also:

C1.4.7 Instruction set, interworking and interstating support on page 446.
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B3.17 Function returns from Non-secure state

Ruprc An interstating function return begins when one of the following instructions loads a FNC_RETURN value into
the PC:

* APOP (mulitple registers) or LDM that includes loading the PC.
* An LDR with the PC as a destination.

e A BX with any register.

* A BXNS with any register.

On detecting a FNC_RETURN value in the PC:

e The FNC_RETURN stack frame is unstacked.
e EPSR.IT is set to 0x00.
 The following integrity checks on function return are performed:
— A check that IPSR is zero or 1 before the value of it is restored.
— A check that if the stacked IPSR value is zero the return is in Thread mode.
— A check that if the stacked IPSR value is nonzero the return is to Handler mode.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

Ioson Behavior is CONSTRAINED UNPREDICTABLE when a function call stack frame is not doubleword-aligned.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

Rpure The FNC_RETURN value is:

313029282726252423222120191817161514131211109 8 7 6 5 4 3 2 1 0

111111101121111111111111111111111]|S

Bits[31:1]

This is what identifies the value as an FNC_RETURN value.
Bit[0], S: The function return was from:

0: Secure state.

1: Non-secure state.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

RoLaT Any failed integrity check on function return generates a Secure INVPC UsageFault that is synchronous to the
instruction that loaded the FNC_RETURN value into the PC.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M && S.

Ryriw Any failed integrity check on function return generates a Secure HardFault that is synchronous to the instruction
that loaded the FNC_RETURN value into the PC.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S && M.
Rrens If FNC_RETURN does not fail the integrity checks then the PE behaves as follows:

¢ ReturnAddress bits [31:1] is written to the PC.
e ReturnAddress bit [0] is written to EPSR.T.
* The partial RETPSR is written to IPSR Exception and CONTROL.SFPA.

DDI0553B.1 Copyright © 2015 - 2020 Arm Limited or its affiliates. All rights reserved. 102
1D30062020 Non-confidential



Chapter B3. Programmers’ Model
B3.17. Function returns from Non-secure state

RinrB

Ikexo

DDI0553B.1
1D30062020

Applies to an implementation of the architecture from Armv8.0-M onwards.

The extension requirements are - S. Note,
CONTROL.SFPA requires FP.

If the IPSR retrieved from RETPSR is not supported by the PE the value is UNKNOWN.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

Any Secure INVPC UsageFault, Secure HardFault, or INVSTATE UsageFault generated on FNC_RETURN are
subject to the rules in respect of escalation of faults and potentially Lockup.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

See also:

B3.16 Function calls from Secure state to Non-secure state on page 101.

B3.31 Hardware-controlled priority escalation to HardFault on page 142.
B3.33 Lockup on page 145.
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B3.18 Exception handling

Ryekrr In the absence of a specific requirement to take an exception, the architecture requires that pending exceptions are
taken within finite time.

Applies to an implementation of the architecture from Armv8.0-M onwards.
RkrrF If an exception was pending but is changed to not pending before it is taken, then the architecture permits the

exception to be taken but does not require that the exception is taken. If the exception is taken it must be taken
before the first Context synchronization event after the exception was changed to not pending.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Ryrur An exception that does not cause lockup sets both:

* The pending bit of its handler, or the pending bit of the HardFault handler, to 1.
* The associated fault status information.

Applies to an implementation of the architecture from Armv8.0-M onwards.
Ryrpe When a pending exception has a lower group priority value than current execution, including accounting for any
priority adjustment by AIRCR.PRIS, the pending exception preempts current execution.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Ryenp Preemption of current execution causes the following basic sequence:
1. RO-R3, R12, LR, RETPSR, including CONTROL.SFPA, are stacked.
2. The return address is determined and stacked.
3. Optional stacking of Floating-point context, which might be any one of the following:

* No stacking or preservation of the Floating-point context.

* Stacking the basic Floating-point context.

* Stacking the basic Floating-point context and the additional Floating-point context.
 Activation of Lazy Floating-point state preservation.

4. LR is set to EXC_RETURN.
5. Optional clearing of Floating-point registers, depending on the Security state transition.
6. The following flags are also cleared:

o IT State is cleared, if the Main Extension is implemented.
* CONTROL.FPCA is cleared, if the Floating-point Extension is implemented.
* CONTROL.SFPA is cleared, if the Floating-point Extension and the Security Extension are implemented.

7. The exception to be taken is chosen, and IPSR Exception is set accordingly. The setting of IPSR Exception
to a nonzero value causes the PE to change to Handler mode.

8. CONTROL.SPSEL is set to 0, to indicate the selection of the main stack, dependent on the Security state
being targeted.

9. The pending bit of the exception to be taken is set to 0. The active bit of the exception to be taken is set to 1.
10. The Security state is changed to the Security state of the exception that is being activated.

11. The registers are cleared, depending on the transition of the Security state. The registers are divided between
the caller and callee registers. If the Security state transition is from Secure to Non-secure state, all the
registers are cleared to 0. In all other cases, the caller registers are set to an UNKNOWN value and the callee
registers remain unchanged and are not stacked.
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12. EPSR.T is set to bit[0] of the exception vector for the exception to be taken.
13. The PC is set to the exception vector for the exception to be taken.

Applies to an implementation of the architecture from Armv8.0-M. Note, some steps might require additional extensions.

Ryovr When, during exception entry, the target Security state of an exception differs from the Security state of the
memory the exception vector targets:

* An INVEP SecureFault is generated if the exception is Non-secure and the exception vector targets Secure
memory.

— The INVEP SecureFault can be avoided if the exception is associated with Non-secure state and is
targeting an SG instruction that is located in memory that is Secure and Non-secure callable.

* An INVTRAN SecureFault is generated if the exception is Secure and the exception vector targets Non-secure
memory.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S. Note, an
INVEP or INVTRAN SecureFault requires M.

RoLus The return address is one of the following:

» For a synchronous exception, other than an SVCall exception and a SVC instruction that escalates to
HardFault, the address of the instruction that caused the exception.
* For an asynchronous exception, the address of the next instruction in the program order.

* For an SVCall exception and a SVC instruction that escalates to HardFault, the address of the next instruction
in the program order.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Rxxop The least significant bit of the return address from an exception is RESO.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:

B3.10 Exception enable, pending, and active bits on page 85.

B3.13 Priority model on page 94.

B3.19 Exception entry, context stacking on page 106.

B3.20 Exception entry, register clearing after context stacking on page 115.
B3.30 Vector tables on page 140.

B3.21 Stack limit checks on page 116.

B3.24 Exceptions during exception entry on page 124.

Chapter B5 Vector Extension on page 177

Applies to an implementation of the architecture from Armv8.1-M onwards.
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B3.19 Exception entry, context stacking
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On taking an exception, the PE hardware saves state context onto the stack that the SP register points to. The state
context that is saved is eight 32-bit words:

e RETPSR.

¢ ReturnAddress.
e LR.

e R12.

¢ R3-RO.

Applies to an implementation of the architecture from Armv8.0-M onwards.

In a PE without the Security Extension but with the Floating-point Extension, on taking an exception, the PE
hardware saves state context onto the stack that the SP register points to. If CONTROL.FPCA is 1 when the
exception is taken, then in addition to the state context being saved, there are the following possible modes for the
Floating-point context:

* Stack the Floating-point context.
* Reserve space on the stack for the Floating-point context. This is called lazy Floating-point context
preservation.
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SP
offset
0x68
0x64
0x60
0x5C
0x58
0x54
0x50
0x4C
0x48
0x44
0x40
0x3C
0x38
0x34
0x30
0x2C
0x28
0x24
0x20
0x1C
0x18
0x14
0x10
0x0C
0x08
0x04
0x00

Stack the state

and FP contexts

Reserved

FPSCR

S15

S14

S13

S12

S11

S10

S9

S8

S7

S6

S5

S4

S3

S2

S1

SO

xPSR

ReturnAddress

LR (R14)

R12

R3

R2

R1

RO

Extended stack

frame

Lazy FP context save

«— Original SP

N

FP context

State context

<+— New SP

Reserved

XPSR

ReturnAddress

LR (R14)

R12

R3

R2

R1

RO

Extended stack

frame

Do not stack the FP

context or reserve any

space for it. Stack only the

«— Original SP

N

Reserved for
FP context

<+— New SP
—

state context.

XPSR

ReturnAddress

LR (R14)

R12

R3

R2

R1

RO

State context

«— Original SP

<+— New SP

Basic stack frame

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - !S. Note, FP ||

MVE is required for the extended stack frame. MVE is only available in an Armv8.1-M implementation.

RPLHM

In a PE with the Security Extension, on taking an exception, the PE hardware:

1. Saves state context onto the stack that the SP register points to.
2. If exception entry requires a transition from Secure state to Non-secure state, the PE hardware extends the
stack frame and also saves additional state context.

DDI0553B.1
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Exception taken from Secure
state with Stacking of
additional state context

SP

offset

0x48 <— Original SP

0x44 xPSR M

0x40 ReturnAddress

0x3C LR (R14)

gzgi R:; State context

0x30 R2

0x2C R1

0x28 RO

0x24 R11 D

0x20 R10

0x1C R9

0x18 R8

Ox14 R7 Additional

0x10 R6 state context

0x0C R5

0x08 R4

0x04 Reserved

0x00 Integrity )« New SP
signature

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

Rpros If a Secure exception is taken from a Secure context of execution, it is IMPLEMENTATION DEFINED whether:

¢ The additional state context is not stacked, and EXC_RETURN.DCRS is set to 1.
* The additional state context is stacked and EXC_RETURN.DCRS is set to 0.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.
IxorL If a higher priority Secure exception occurs during exception entry after the PE has begun stacking the additional

state context, but before any exception handler has started execution, in preparation to take a Non-secure exception
the PE might:

* Discard the stacking of the additional state context.
* Complete the stacking of the additional state context and the EXC_RETURN.DCRS is set to 0.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

Rpupp In a PE with the Security Extension and the Floating-point Extension, on taking an exception from:
Non-secure state
Behavior is the same as a PE without the Security Extension but with the Floating-point Extension.
Secure state when CONTROL.FPCA is 0
Behavior is the same as for a PE with the Security Extension but without the Floating-point Extension.
Secure state when CONTROL.FPCA is 1
The PE hardware:
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1. Saves state context onto the stack that the SP register points to.

2. If FPCCR_S.TS is 0 or the background state is Non-secure when the exception is taken, the PE hardware
either stacks the Floating-point context or when lazy state preservation is active reserves space on the stack
for the Floating-point context.

If FPCCR_S.TS is 1 and the background state is Secure state when the exception is taken, the PE hardware
either stacks both the Floating-point context and additional Floating-point context, or when lazy state
preservation is active reserves space on the stack for both the Floating-point context and additional Floating-
point context.

3. If exception entry is to Non-secure state, including when a higher priority derived or late-arriving exception
targeting Secure state occurs, the PE hardware extends the stack frame, and also saves the additional state
context. The PE also performs the exception handling steps common to exception entry.

The following figure shows PE stacking behavior when CONTROL.FPCA is 1, FPCCR_S.TS is 1 (and both the
Floating-point context and additional Floating-point context is stacked), and exception entry is to Non-secure state
and the background state is Secure state:
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SP offset
0xDO < Original SP’
0xCC S31 B
0xC8 S30
0xC4 S29
0xCO0 S28
0xBC S27
0xB8 S26
0xB4 S25
((J):E(C): :;g Additional FP context
0xA8 S22
OxA4 S21
0xA0 S20
0x9C S19
0x98 S18
0x94 S17
0x90 S16
0x8C Reserved n
0x88 FPSCR
0x84 S15
0x80 S14
0x7C S13
0x78 S12
0x74 S11
0x70 S10
0x6C S9
0x68 S8 FP context
0x64 S7
0x60 S6
0x5C S5
0x58 S4
0x54 S3
0x50 S2
0x4C S1
0x48 SO
0x44 RETPSR =
0x40 ReturnAddress
0x3C LR (R14)
0x38 R12 State context
0x34 R3
0x30 R2
0x2C R1
0x28 RO
0x24 R11 n
0x20 R10
0x1C R9
0x18 R8
gﬁg EZ Additional state context
0x0C R5
0x08 R4
0x04 Reserved
0x00 Integrity signature|  } «— New SP

" Or at offset 0xD4 if at a word-aligned but not doubleword-aligned address.
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Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S && FP.

On an exception, the RETPSR value that is stacked is all the following:

e The APSR, IPSR, and EPSR.
* CONTROL.SFPA, in RETPSR[20] if the background state is Secure state.

In addition, on an exception, the PE uses RETPSR.SPREALIGN to indicate whether the PE realigned the stack to
make it doubleword-aligned:

0: The PE did not realign the stack.

1: The PE realigned the stack.

Applies to an implementation of the architecture from Armv8.0-M. Note, CONTROL.SFPA requires S && FP || MVE. MVE is
only available in an Armv8.1-M implementation.

When stacking the context on exception entry, full descending stacks are used.

Applies to an implementation of the architecture from Armv8.0-M onwards.

In a PE with the Floating-point Extension:

* Because setting FPCCR.ASPEN to one causes the PE to automatically set CONTROL.FPCA to 1 on
the execution of a floating-point instruction, setting FPCCR.ASPEN to 1 means that the PE hardware
automatically either:

— Stacks Floating-point context on taking an exception.
— Uses lazy Floating-point context preservation on taking an exception.

If CONTROL.FPCA == 1, it is FPCCR.LSPEN that determines whether the PE hardware performs stacking or
lazy Floating-point preservation:

0 : The PE hardware automatically stacks Floating-point context on taking an exception. In a PE that also includes
the Security Extension, if FPCCR_S.TS == 1 and the background state is Secure state, the hardware stacks the
additional Floating-point context and the Floating-point context.

1: The PE hardware uses lazy Floating-point context preservation on taking an exception, and sets all of:
¢ The FPCAR, to point to the reserved SO stack address.
* FPCCR.LSPACT to 1.

* FPCCR.{USER, THREAD, HFREADY, MMRDY, BFRDY, SFRDY, MONRDY, UFRDY}, to record the
permissions and fault possibilities to be applied to any subsequent Floating-point context save.

In a PE that also includes the Security Extension, if FPCCR_S.TS is 1 and the background state is Secure state,
the hardware reserves space on the stack for both the Floating-point context and the additional Floating-point
context. Otherwise, the hardware only reserves space on the stack for the Floating-point context.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP. Note, space is
reserved for both the Floating-point context and the additional Floating-point context if the Security Extension is implemented.
MVE is only available in an Armv8.1-M implementation.

Execution of a floating-point instruction while FPCCR.LSPACT == 1 indicates that lazy Floating-point context
preservation is active.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP || MVE. Note,
MVE is only available in an Armv8.1-M implementation.

If an attempt is made to execute a floating-point instruction while lazy Floating-point context preservation is
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active, the access permissions that CPACR and NSACR define are checked against the context that activated lazy
Floating-point context preservation, in addition to the checks defined in FPCCR.

* If no permission violation is detected, the PE:

Saves Floating-point context to the reserved area on the stack, as identified by the FPCAR.

Saves the additional Floating-point context if FPCCR.TS and FPCCR.S == 1.

Sets FPCCR.LSPACT to O to indicate that lazy Floating-point context preservation is no longer active.
If the instruction targets Non-secure state the registers are set to an UNKNOWN value. If the instruction
targets Secure state the registers are cleared.

5. Processes the floating-point instruction.

el S

* If a permission violation is detected, the PE generates a NOCP UsageFault and does not save Floating-point
context to the reserved area on the stack.

« If there is a Security violation or other exception on context stacking the PE will take that exception if the
priority of the exception is lower than the execution priority.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP || MVE. Note,

MVE is only available in an Armv8.1-M implementation.

When the following conditions are met on exception entry, the PE generates a Secure NOCP UsageFault, skips all
Floating-point register saving, clearing or lazy-state preservation activation and does not allocate space on the
stack for Floating-point context:

* CONTROL.FPCA == 1.
* NSACR.CP10is 0.
* The Background state is Non-secure state.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP || MVE &&
S. Note, MVE is only available in an Armv8.1-M implementation.

A NOCP UsageFault takes precedence over UNDEFINSTR faults for all instructions that fall into the range
described by the IsCPInstruction () function, except for the following instructions:

e VLLDM.
e VLSTM.

Applies to an implementation of the architecture from Armv8.1-M. Note, For further information see the instruction descriptions.

Arm recommends that a NOCP UsageFault takes precedence over UNDEFINSTR faults for all instructions that
fall into the range described by the IsCPInstruction () function, except for the following instructions:

¢ VLLDM.
¢ VLSTM.

This behavior is not mandatory in an Armv8.0-M implementation.

Applies to an implementation of the architecture from Armv8.0-M onwards.

An UNDEFINSTR fault will take precedence over an NOCP UsageFault when executing a VSCCLRM instruction.

Applies to an implementation of the architecture from Armv8.1-M onwards.
On taking a NOCP UsageFault any state context and additional state context must be saved.
Applies to an implementation of the architecture from Armv8.0-M onwards.

A PE is permitted not to save state context and additional state context to the stack if a derived exception is taken
on pushing the state context or additional context to the stack.

Applies to an implementation of the architecture from Armv8.0-M onwards.
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If CP10 is not implemented or disabled, executing an MVE vector instruction generates a NOCP UsageFault.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - FP || MVE.

The instruction encoding space 111x 1111 xxXX XXXX XXXX XXXX Xxxx xxxx is part of CP10 and
therefore NOCP UsageFaults are prioritized over UNDEFINSTR UsageFaults in the same way as for other
co-processor instructions.

Applies to an implementation of the architecture from Armv8.1-M onwards.

If lazy Floating-point context preservation or floating-point context stacking is activated, as indicated by
FPCCR_S.S when FPCCR.LSPACT is already set to 1, the PE generates an LSERR SecureFault. The
floating-point context, and the additional context, are not stacked and the floating-point registers are not cleared.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - (FP || MVE) &&
S. Note, MVE is only available in an Armv8.1-M implementation.

The value in CONTROL.SFPA is set automatically by hardware on any of the following events:

* An SG instruction fetched from secure memory and executed in Non-secure state clears CONTROL.SFPA to
0.

* A BXNS instruction that causes a transition from Secure state to Non-secure state clears CONTROL.SFPA to
0.

¢ A BLXNS instruction that causes a transition from Secure state to Non-secure state preserves the value in
CONTROL.SFPA in the FNC_RETURN stack frame and then clears CONTROL.SFPA to 0.

¢ A valid instruction that loads FNC_RETURN into the PC sets CONTROL.SFPA to the value retrieved from
the FNC_RETURN payload.

* CONTROL.SFPA is saved and restored on exception entry or return in the RETPSR value in the stack frame.

» Exception entry, including tail chaining, clears CONTROL.SFPA to 0.

* If the value of FPCCR.ASPEN is one, then any floating-point instruction (excluding VLLDM and VLSTM)
executed in Secure state sets the value of CONTROL.SFPA to one. If the value of FPCCR.ASPEN is one and
the value of CONTROL.SFPA is zero when a floating-point instruction is executed in the Secure state, the
FPSCR value is taken from the values set in FPDSCR.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - (FP || MVE) &&
S. Note, MVE is only available in an Armv8.1-M implementation.

In an Armv8.1-M implementation, saving Secure Floating-point context to a general-purpose register using VMRS
or VSTR (System Register) clears CONTROL.SFPA to 0.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - FP && S.

To ensure future compatibility Arm recommends that the value used to seal the top of the stack is OxFEF5EDAS.

This value has the following properties:

¢ Jtis not a valid FNC_RETURN or EXC_RETURN value.

* Itis not the integrity signature used to secure the bottom of the stack frame and cannot be used to inadvertently
mark the stack as containing a valid exception stack frame.

* The value starts with 0xF and is therefore not a valid instruction address and will result in a fault if interpreted
as a FNC_RETURN stack frame.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The order in which registers are saved to the stack during exception entry or during lazy state preservation is not
architected.

Applies to an implementation of the architecture from Armv8.0-M. Note, FP required of lazy state preservation.

See also:
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B3.8 Stack pointer on page 80.
B3.20 Exception entry, register clearing after context stacking on page 115.
B3.23 Integrity signature on page 123.

PushStack ().
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B3.20 Exception entry, register clearing after context stacking

Rpgrx On exception entry:

¢ The PE hardware sets R0-R3, R12, APSR, and EPSR to an UNKNOWN value after it has pushed state context
to the stack.

* The PE hardware sets SO-S15 and the FPSCR to an UNKNOWN value after it has pushed Floating-point
context to the stack.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - !S. Note, FP is
required for SO-S15 and FPSCR.
Rsnpr On exception entry, including tail-chainging, the PE sets:
* RO-R3, R12, APSR, and EPSR to:

— Unless otherwise stated, an UNKNOWN value if the exception is taken to Secure state.
— Zeros.

* If the background state was Secure and the exception targets the Secure state and EXC_RETURN.DCRS ==
0 then R4 to R11 become UNKNOWN.

* If the background state was Secure and the exception targets Non-secure state then R4 to R11 are set to zeros.
Otherwise the register values are not changed.
Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.
Rxpzv On exception entry the PE sets RO-R3, R12, APSR, and EPSR to zero regardless of the Security state the exception
targets.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - S.

Rowek Register clearing behavior after context stacking is as follows:

e If FPCCR_S.TS is 0 when the Floating-point context is pushed to the stack, SO-S15 and the FPSCR are set to
an UNKNOWN value after stacking.

e If FPCCR_S.TS is 1 when the Floating-point context and additional Floating-point context are both pushed
to the stack, SO-S31 and the FPSCR are set to zero after stacking.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP && S.

See also:
B3.19 Exception entry, context stacking on page 106.

B3.26 Tail-chaining on page 127.
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B3.21 Stack limit checks
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A PE that does not implement the Main Extension, and does not implement the Security Extension does not
implement stack-limit checking.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - IM && !8S.

In a PE without the Main Extension but with the Security Extension, there are two stack limit registers in Secure
state for the purposes of stack-limit checking.

Security state  Stack Stack limit registers
Secure Main MSPLIM_S
Process PSPLIM_S

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S && M.

In a PE with the Main Extension but without the Security Extension, there are two stack limit registers:

Stack Stack limit registers
Main MSPLIM
Process PSPLIM

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M && !S.

In a PE with the Main Extension and the Security Extension, there are four stack limit registers:

Security state Stack Stack limit registers
Secure Main MSPLIM_S
Process PSPLIM_S
Non-secure Main MSPLIM_NS
Process PSPLIM_NS

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M && S.

A stack can descend to its stack limit value. Any attempt to descend the stack further than its stack limit value is a
violation of the stack limit.

Applies to an implementation of the architecture from Armv8.0-M onwards.

xSPLIM_x[2:0] are treated as RESO, so that all stack pointer limits are always guaranteed to be doubleword-aligned.
Bits [31:3] of the xSPLIM_x registers are writable.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Stack limit checks are performed during the creation of a stack frame for all of the following:

» Exception entry.
* Tail-chaining from a Secure to a Non-secure exception.
* A function call from Secure code to Non-secure code.

Applies to an implementation of the architecture from Armv8.0-M. Note, Secure exceptions and secure code require S.

On a violation of a stack limit during either exception entry or tail-chaining:

¢ In a PE with the Main Extension, a synchronous STKOF UsageFault is generated. Otherwise, a HardFault is
generated.

* The stack pointer is set to the stack limit value.

* Push operations to addresses below the stack limit value are not performed.

* It is IMPLEMENTATION DEFINED whether push operations to addresses equal to or above the stack limit
value are performed.
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Applies to an implementation of the architecture from Armv8.0-M. Note, A UsageFault requires M.

On a violation of a Secure stack limit during a function call:

 In a PE with the Main Extension, a synchronous STKOF UsageFault is generated. Otherwise, a Secure
HardFault is generated.

* Push operations to addresses below the stack limit value are not performed.

It is IMPLEMENTATION DEFINED whether push operations to addresses equal to or above the stack limit
value are performed.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S. Note, A
UsageFault requires M.

Unstacking operations are not subject to stack limit checking.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Updates to the stack pointer by the following instructions are subject to stack limit checking:

* ADD (SP plus immediate).
* ADD (SP plus register).

* SUB (SP minus immediate).
* SUB (SP minus register).
e BLX, BLXNS.

e ILDC, LDC2 (immediate).

e DM, LDMIA, LDMFD.

e LDMDB, LDMEA.

* IDR (immediate).

e LDR (literal).

* IDR (register).

e LDRB (immediate).

* LDRD (immediate).

e LDRH (immediate).

* IDRSB (immediate).

* LDRSH (immediate).

* MOV (register)

* POP (multiple registers).
* PUSH (multiple registers).
e VPOP.

e VPUSH.

e STC, STC2

e STM, STMIA, STMEA.

e STMDB, STMFD.

* STR (immediate).

* STRB (immediate).

e STRD (immediate).

e STRH (immediate).

e VLDM.

* VSTM.

Updates to the stack pointer by the MSR instruction targeting SP_NS are subject to stack limit checking. Updates
to the stack pointer and stack pointer limit by any other MSR instruction are not subject to stack limit checking.

LDR instructions write to two registers, the address register and the destination register. The stack limit check is
only carried out against the address register. Updates to the stack pointer by the LDR instructions are only subject
to stack limit checking if the stack pointer is the address register.

For all other instructions that can update the stack pointer and stack pointer limit, it is IMPLEMENTATION DEFINED
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whether stack limit checking is performed.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Updates to the stack pointer by the following instructions are subject to stack limit checking:

* VLDR (System Register).
* VSTR (System Register).

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - FP || MVE.

If a STKOF UsageFault is generated when the Non-secure stack pointer is accessed through a MSR{SP_NS}
instruction in Secure state, the STKOF UsageFault can target either the Secure or Non-secure state.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.
Arm recommends that a STKOF UsageFault generated by a MSR instruction in Secure state accessing the Non-
secure stack pointer should target the Non-secure state.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

When an instruction updates the stack pointer, if it results in a violation of the stack limit, it is the modification of
the stack pointer that generates the exception, rather than an access that uses the out-of-range stack pointer.

Applies to an implementation of the architecture from Armv8.0-M onwards.

CCR.STKOFHFNMIGN controls whether stack limit violations are IGNORED while executing at a requested
execution priority that is negative.

Applies to an implementation of the architecture from Armv8.0-M onwards.

It is UNKNOWN whether a stack limit check is performed on any use of the SP marked as UNPREDICTABLE.

Applies to an implementation of the architecture from Armv8.0-M onwards.

A write to the current stack pointer by an instruction subject to stack limit checking with a value less than the stack
limit will generate a STKOF UsageFault.

Applies to an implementation of the architecture from Armv8.0-M onwards.
There is no architectural requirement for stack limit checking to be carried out on exception return as the current
stack pointer will only increment and will not decrement.

Applies to an implementation of the architecture from Armv8.0-M onwards.

If an instruction attempts to make an access below the stack limit, it is UNKNOWN whether a store performing a
writeback to the current Stack Pointer will generate a STKOF UsageFault where the value written to the current
stack pointer is greater than the stack limit.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M |l S.

When a STKOF UsageFault is generated:

* No accesses below the stack limit will be performed.
* Itis UNKNOWN whether an access above the stack limit will be performed.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:
B3.8 Stack pointer on page 80.
B3.26 Tail-chaining on page 127.
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The PE begins an exception return when both of the following are true:
* The PE is in Handler mode.
* One of the following instructions loads an EXC_RETURN value, 0xFFXxXxxxX, into the PC:

— APOP (multiple registers) or LDM that includes loading the PC.
— An LDR with the PC as a destination.

— A BX with any register.

— A BXNS with any register.

When both of these are true, then on detecting an EXC_RETURN value in the PC, the PE unstacks the exception
stack frame and resumes execution of the unstacked context.

If an EXC_RETURN value is loaded into the PC by an instruction other than those listed, or from the vector table,
the value is treated as an address.

If an EXC_RETURN value is loaded into the PC when the PE is in Thread mode, the value is treated as an address.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Behavior is UNPREDICTABLE if EXC_RETURN.FType is 0 and the Floating-point Extension register file is not
implemented.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Behavior is UNPREDICTABLE if EXC_RETURN][23:7] are not all 1 or if bit[1] is not O.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The following integrity checks on exception return are performed on every exception return:

1. In a PE with the Security Extension, the integrity check that is called the EXC_RETURN.ES validation check,
as follows:

e If the PE was in Non-secure state when EXC_RETURN was loaded into the PC and either
EXC_RETURN.DCRS is 0 or EXC_RETURN.ES is 1, an INVER SecureFault is generated and the PE
sets EXC_RETURN.ES to 0. In a PE without the Main Extension a Secure HardFault is generated.

2. A check that the exception number being returned from, as held in the IPSR, is shown as active in the SHCSR
or NVIC_IABRn. If this check fails:

* In a PE with the Main Extension, an INVPC UsageFault is generated. If the PE includes the Security
Extension, the INVPC UsageFault targets the Security state that the exception return instruction was
executed in.

* In a PE without the Main Extension, a HardFault is generated.

3. A check that if the return is to Thread mode, the value that is restored to the IPSR from the RETPSR is zero,
or that if the return is to Handler mode, the value that is restored to the IPSR from the RETPSR is nonzero. If
this check fails:

* In a PE with the Main Extension, an INVPC UsageFault is generated. If the PE includes the Security
Extension, the INVPC UsageFault targets the Background state.
¢ In a PE without the Main Extension, a HardFault is generated.

4. If the PE includes the Security Extension, the HardFault targets the Security state that EXC_RETURN.S
specifies. [f AIRCR.BFHFNMINS is 0 the HardFault targets Secure state, if AIRCR.BFHFNMINS is 1 the
exception targets the Security state the exception was returned from.

Applies to an implementation of the architecture from Armv8.0-M. Note, some steps require additional extensions, as listed in
the rule.
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When returning from Non-secure state, EXC_RETURN.ES is treated as zero for all purposes other than raising the
INVER integrity check.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.
On returning from Non-secure state, if EXC_RETURN.ES causes an INVER integrity check failure, the subsequent
EXC_RETURN.DCRS bit that is presented in the LR on entry to the next exception is permitted to be UNKNOWN.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

Arm recommends that the subsequent EXC_RETURN.DCRS bit that is presented in the LR on entry to the next
exception is not UNKNOWN.

Applies to an implementation of the architecture from Armv8.0-M onwards.

After the EXC_RETURN.ES validation check has been performed on an exception return:

o If EXC_RETURN.ES is 1, EXC_RETURN.SPSEL is written to CONTROL_S.SPSEL.
* If EXC_RETURN.ES is 0, EXC_RETURN.SPSEL is written to CONTROL_NS.SPSEL.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

On an exception return that successfully returns to the Background state, with no tail-chaining or failed integrity
checks, the Security state is set to EXC_RETURN.S.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

In a PE with the Security Extension, after a successful exception return to the Background state, the PE is in the
correct Security state before the next instruction from the background code is executed. This means that in the case
where the Background state is Secure state, there is no need for an SG instruction at the exception return address.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

In a PE with the Floating-point Extension register file, on exception entry:

1. EXC_RETURN.FType is saved as the inverse of CONTROL.FPCA.
2. CONTROL.FPCA is then cleared to O if it was 1.

On exception return, the inverse of EXC_RETURN.FType is written to CONTROL.FPCA.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

When the following conditions are met on exception return, the PE hardware sets SO-S15 and the FPSCR to 0:

* CONTROL.FPCA is 1.
* FPCCR.CLRONRET is 1.
* If the PE implements the Security Extension FPCCR_S.LSPACT is 0.

If the PE implements the Security Extension and all these fields are 1 on exception return, the PE generates an
LSERR SecureFault instead.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP. Note, a
SecureFault requires S.
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In an Armv8.1-M implementation, the PE hardware also sets VPR to 0 when:

* CONTROL.FPCA is 1.
* FPCCR.CLRONRET is 1.
« If the PE implements the Security Extension FPCCR_S.LSPACT is 0.

If the PE implements the Security Extension and all these fields are 1 on exception return, the PE generates an
LSERR SecureFault instead.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.
The register clearing described in Rcgmr and Rzxtr only applies if a NOCP UsageFault is not generated due to

Rxrrp.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - FP || MVE.

When the following conditions are met on exception return, a NOCP UsageFault is generated:

* CONTROL.FPCA == 1.

* FPCCR.LSPACT ==0.

¢ FPCCR.CLRONRET == 1.

* Access to CP10 from the Security state of the returning exception, as indicated by EXC_RETURN.ES, is
disabled by NSACR, CPACR, or CPPWR.

The target Security state of the NOCP UsageFault is as follows:

 Secure state, if blocked by NSACR.

* The same Security state as the returning exception as indicated by EXC_RETURN.ES, if blocked by CPACR.

* If the access is blocked by CPPWR, the NOCP Usage fault targets Secure state, if CPPWR.SUS10 ==1.
Otherwise, the NOCP UsageFault targets the same Security state as the returning exception as indicated by
EXC_RETURN.ES.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - FP || MVE. Note,
Secure state requires S.
IsCPEnabled () indicates the prioritization if the access is blocked by multiple registers.

Applies to an implementation of the architecture from Armv8.0-M onwards.

When the following conditions are met on exception return, the PE generates an LSERR SecureFault:

« EXC_RETURN.FType is 0.

* The stack might contain Secure Floating-point context or Secure lazy floating-point context, that would be
unstacked on return. That is, FPCCR_S.LSPACT is 1.

* The return is to Non-secure state.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP & & S.

A check of FPCCR_S.LSPACT, CPACR.CP10, and the relevant fields in NSACR and CPPWR is undertaken prior
to unstacking of the floating-point registers.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.
The floating-point registers are not modified if the checks prior to unstacking fail.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

If the PE abandons unstacking of the floating-point registers to tail-chain into another exception, then if the Security
Extension is implemented, the PE clears to zero any floating-point registers that would have been unstacked.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP && S.
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If the PE abandons unstacking of the floating-point registers to tail-chain into another exception, then if the Security
Extension is not implemented, the floating-point registers that would have been unstacked become UNKNOWN.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP && !S.
Following completion of the requirements of the EXC_RETURN the PE returns to execution and the following
occurs:

* The registers pushed to the stack as part of the exception entry are restored from the stack frame (in accordance
with the EXC_RETURN flags).

¢ APSR, EPSR, and IPSR are restored from RETPSR.

e The PC is set to ReturnAddress [31:1]: ‘0.

¢ Bit[0] of the ReturnAddress is discarded.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The order in which registers, including floating-point registers, are restored from the stack is not architected.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:
B3.18 Exception handling on page 104.
Chapter B5 Vector Extension on page 177.
Applies to an implementation of the architecture from Armv8.1-M onwards.

ExceptionReturn ()
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In a PE with the Floating-point Extension register file, the integrity signature value is:

313029282726252423222120191817161514131211109 8 7 6 5 4 3 2 1 O

1111111011111 01000010010010110 1|SFTC

Stack Frame Type Check—

In a PE with the Floating-point Extension, when returning from a Non-secure exception to Secure state, if the
unstacked integrity signature does not match this value, including if SFTC does not match EXC_RETURN.FType,
a SecureFault is generated.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S && FP.

In a PE without the Floating-point Extension register file, the integrity signature value is:

313029282726252423222120191817161514131211109 8 7 6 5 4 3 2 1 0

11111110111110100001001001011011

* In a PE with the Main Extension, when returning from a Non-secure exception to Secure state, if the
unstacked integrity signature does not match this value, a SecureFault is generated.

* In a PE without the Main Extension, when returning from a Non-secure exception to Secure state, if the
unstacked integrity signature does not match this value, a Secure HardFault is generated.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S && !FP. Note,

a SecureFault requires M.

The integrity signature is an XN address. When performing a function return from Non-secure code, if the integrity
signature value is restored to the PC as the function return address, a MemManage fault, if the Main Extension

is implemented, or a HardFault, in an implementation without the Main Extension, is generated when the PE
attempts execution.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

See also:

B3.19 Exception entry, context stacking on page 106.

B3.22 Exception return on page 119.
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During exception entry exceptions can occur, for example asynchronous exceptions, or the exception entry sequence
itself might cause an exception, for example a MemManage fault on the push to the stack.

Any exception that occurs during exception entry is a late-arriving exception, and:

* The exception that caused the original entry sequence is the original exception.
* The priority of the code stream running at the time of the original exception is the preempted priority.

When the exception entry sequence itself causes an exception, the latter exception is a derived exception.

The following mechanism is called late-arrival preemption. The PE takes a late-arriving exception during an
exception entry if the late-arriving exception is higher priority, including accounting for any priority adjustment by
AIRCR.PRIS.

Applies to an implementation of the architecture from Armv8.0-M onwards.

In late-arrival preemption:

* The late-arriving exception uses the exception entry sequence started by the original exception. The original
exception remains pending.

* The PE takes the original exception after returning from the late-arriving exception.

* The PE ignores non-terminal faults on taking a derived exception on late-arrival preemption.

The pseudocode DerivedlateArrival () describes this.

Applies to an implementation of the architecture from Armv8.0-M onwards.

For Derived exceptions, late-arrival preemption is mandatory.

Applies to an implementation of the architecture from Armv8.0-M onwards.

For late-arriving asynchronous exceptions, it is IMPLEMENTATION DEFINED whether late-arrival preemption is
used. If the PE does not implement late-arrival preemption for late-arriving asynchronous exceptions, late-arriving
asynchronous exceptions become pending.

Applies to an implementation of the architecture from Armv8.0-M onwards.

If a higher priority late-arriving Secure exception occurs during entry to a Non-secure exception when the
Background state is Secure, it is IMPLEMENTATION DEFINED whether:

» The stacking of the additional state context is rolled back.
* The stacking of the additional state context is completed and EXC_RETURN is set to 0.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

If the group priority value of a derived exception is higher than or equal to the preempted priority:

* If the derived exception is a DebugMonitor exception, it iS IGNORED.
¢ Otherwise, the PE escalates the derived exception to HardFault or Lockup if the HardFault cannot be taken
due to the current priority.

Applies to an implementation of the architecture from Armv8.0-M. Note, a DebugMonitor Exception requires the DebugMonitor
exception.
The architecture does not specify the point during exception entry at which the PE recognizes the arrival of an

asynchronous exception.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:
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B3.9 Exception numbers and exception priority numbers on page 82.
B3.13 Priority model on page 94.
B3.18 Exception handling on page 104.
B3.26 Tail-chaining on page 127.
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During exception return exceptions can occur, for example asynchronous exceptions, or the exception return might
itself cause an exception.

Any exception that occurs during exception return is a late-arriving exception.

When the exception return sequence itself causes an exception, the latter exception is a derived exception.
Applies to an implementation of the architecture from Armv8.0-M onwards.

When a late-arriving exception during exception return has a lower priority value than the priority being returned
to, the PE takes the late-arriving exception by using tail-chaining.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The architecture does not specify the point during exception return at which the PE recognizes the arrival of an

asynchronous exception. If a PE recognizes an asynchronous exception after an exception return has completed,
there is no opportunity to tail-chain the asynchronous exception.

Applies to an implementation of the architecture from Armv8.0-M onwards.

If the priority value of a derived exception during exception return is equal to or higher than the priority being
returned to:

* If the derived exception is a DebugMonitor exception, the PE ignores the derived exception.
* Otherwise, the PE escalates the derived exception to HardFault and the escalated exception is tail-chained.

Applies to an implementation of the architecture from Armv8.0-M. Note, a DebugMonitor Exception requires the DebugMonitor

exception.

If the priority value of a derived exception during exception return, after priority escalation if appropriate, is a
lower priority value than the execution priority being returned to, the PE uses tail-chaining to take the derived
exception.

Applies to an implementation of the architecture from Armv8.0-M onwards.

If the PE cannot escalate a derived exception to HardFault because the current execution priority cannot be
preempted the PE will enter Lockup. Arm recommends that entry into Lockup is treated as fatal and requiring the
PE to be reset. On reset any saved context or additional context is discarded.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:

B3.9 Exception numbers and exception priority numbers on page 82.
B3.13 Priority model on page 94.

B3.22 Exception return on page 119.

B3.26 Tail-chaining on page 127.

B3.33 Lockup on page 145

DebugMonitor exception.
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Rrrxx Tail-chaining behavior is as follows:

On detecting an EXC_RETURN value in the PC, if there is a pending exception or a derived exception is raised
that has a lower prioirty value than the execution priority being returned to, the PE hardware:

1. Does not unstack the stack.
2. Takes the pending exception or derived exception.

* The PE will tail-chain any pending exception or derived exception on exception return if the pending or
derived exception has a lower priority value than the execution priority being returned to.

If the pending or derived exception is escalated to HardFault and the execution priority is higher than
that of the HardFault the PE will enter Lockup.

* The PE will tail-chain any synchronous fault on exception return if the synchronous exception has higher
priority than the execution priority being returned to.

3. When tail-chaining the PE will not execute any instructions from the background state that has been preempted
by the exception.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Irowk Tail-chaining is an optimization. It removes unstacking and stacking operations. In the following example the
second exception is a fail-chained exception:

All in Non-secure state:

1* exception 2" exception
| | |

No exception is active No exception is active

T T

Stacking operation Unstacking operation

Nothing is unstacked

Applies to an implementation of the architecture from Armv8.0-M onwards.

IrwpT If tail-chaining prevents a derived exception on exception return, the derived exception might instead be generated
on the return from the last tail-chained exception.

Applies to an implementation of the architecture from Armv8.0-M onwards.
Rpxve When the Background state is Secure state, if tail-chaining causes a change of Security state from Secure to

Non-secure, additional context is saved on taking the Non-secure exception if it has not already been saved as
indicated by EXC_RETURN.DCRS:
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In a PE without the FP Extension:

1% exception 2" exception
| | |
Secure state Secure state Non-secure state Secure state
State context pushed to stack. Unstacking operation

Nothing is unstacked.
Additional state context pushed to stack.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

Irkim When multiple exceptions are tail-chained, EXC_RETURN.DCRS keeps track of whether the additional context is
stacked. The following figure is an example:

1% exception 2" exception 3" exception
| | | |
Secure state Non-secure state Secure state Non-secure state Secure state
f f f
State context and additional state Unstacking operation

context pushed to stack®.

Unstacking all additional context is
skipped.
PE sets EXC_RETURN.DCRS to 0.

Stacking all additional context is skipped.
PE sets EXC_RETURN.DCRS to 1.

a In a PE with the FP Extension, FP context and additional FP context is also stacked if CONTROL.FPCA is 1.

Applies to an implementation of the architecture from Armv8.0-M onwards.
Iowve ‘When multiple exceptions are tail-chaining, a Secure tail-chained exception after a Non-secure exception cannot
rely on any registers containing the values they had when no exception was active.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

I1xneo Arm recommends that FPCCR.CLRONRET is set to 1, to ensure hardware automatically clears the Floating-point
context registers to zero on exception return.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.
Romus If the PE recognizes a new asynchronous exception while it is tail-chaining, and the new asynchronous exception

has a higher priority than the next tailed-chained exception, the PE can, instead, take the new asynchronous
exception, using late-arrival preemption.

DDI0553B.1 Copyright © 2015 - 2020 Arm Limited or its affiliates. All rights reserved. 128
1D30062020 Non-confidential



Chapter B3. Programmers’ Model
B3.26. Tail-chaining

This rule is true even if the next tail-chained exception is a derived exception on exception return. The PE can,
instead, take the new asynchronous exception. If it does, the derived exception becomes pending.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:
B3.19 Exception entry, context stacking on page 106.

B3.25 Exceptions during exception return on page 126.
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The PE can take an exception during execution of a Load Multiple or Store Multiple instruction, effectively halting
the instruction, and resume execution of the instruction after returning from the exception. This is called instruction
resume.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.
The PE can abandon execution of a Load Multiple or Store Multiple instruction to take an exception, and after

returning from the exception, restart the Load Multiple or Store Multiple instruction again from the start of the
instruction. This is called instruction restart.

Applies to an implementation of the architecture from Armv8.0-M onwards.
To support instruction restart, singleword load instructions do not update the destination register when the PE
takes an exception during execution.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Instructions that the PE can halt to use instruction resume are called interrupt-continuable instructions.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The interrupt-continuable instructions are LDM, LDMDB, STM, STMDB, POP (multiple registers),and
Push (multiple registers).

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.

In a PE with the Floating-point Extension, the floating-point interrupt-continuable instructions are VLDM, VLLDM,
VLSTM, VSTM, VPOP, and VPUSH.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

Where a fault is taken during the execution of a VLLDM instruction the PE abandons the stacking of the Secure
floating-point register contents and save the state so that on return from the fault the instruction can be restarted.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - § && FP.

It is IMPLEMENTATION DEFINED whether a VLLDM and VLSTM or instruction aborts or completes when an
interrupt occurs.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.

When the PE is using instruction resume, EPSR.ICI is set to a nonzero value that is the continuation state of the
interrupt-continuable instruction:

e For 1DM, LDMDB, STM, STMDB, POP (multiple registers), and PUSH (multiple
registers) instructions, EPSR.ICI contains the number of the first register in the register list
that is to be loaded or stored after instruction resume.

¢ For the floating-point instructions VLDM, VSTM, VPOP, and VPUSH, EPSR.ICI contains the number of the
lowest numbered doubleword Floating-point Extension register that was not loaded or stored before the PE
took the exception.

The EPSR.ICI values shown in the following table are valid EPSR.ICI values:

EPSR[26:25] EPSR[15:12] EPSR[11:10]
ICI[7:6] = 0b00 ICI[5:2] =reg_num ICI[1:0] = 0b0O
ICI[7:6] = 0b00 ICI[5:2] = 0b0000 ICI[1:0] = 00O

Applies to an implementation of the architecture from Armv8.0-M. Note, some instructions listed require FP.
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If EPSR.ICI contains a valid ICI nonzero value and the register number that it contains is either:

* Not in the register list of the interrupt-continuable instructions.
* The first register in the register list of the interrupt-continuable instructions.

Then behavior is a CONSTRAINED UNPREDICTABLE choice between one of the following:

* The instruction generates an INVSTATE UsageFault.
* The instruction completes execution.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.
The PE generates an INVSTATE UsageFault if EPSR.ICI contains a valid nonzero value and the instruction being

executed is not an instruction which supports interrupt-continuation. A fault is not generated if the instruction is a
BKPT instruction.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.

The instructions CLRM and VSCCLRM support interrupt-continuation.

Applies to an implementation of the architecture from Armv8.1-M onwards.

In an implementation that includes MVE, the PE does not generate an INVSTATE UsageFault if EPSR.ECI
contains a valid ECI value and the instruction is a beat-wise MVE instruction.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.
If the PE uses instruction resume during a interrupt-continuable instruction, other than a store multiple instruction,
then after the exception return, the values of all registers in the register list are UNKNOWN, except for the following:

* Registers that are marked by EPSR.ICI as already loaded.
* The base register.
* The PC.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.

If the PE is using instruction restart, Arm recommends that Load Multiple or Store Multiple instructions are not
used with data in volatile memory.

Applies to an implementation of the architecture from Armv8.0-M onwards.

When a Load Multiple instruction has the PC in its register list, if the PE uses instruction resume or instruction
restart during the instruction:

* If the PC is loaded before generation of the exception, the PE restores the PC before taking the exception, so
that after the exception the PE returns to either:

— Continue execution of the Load Multiple instruction, if the PE used instruction resume.
— Restart the Load Multiple instruction, if the PE used instruction restart.

Applies to an implementation of the architecture from Armv8.0-M. Note, Instruction resume requires M.
In a PE without the Main Extension, if the PE takes any exception during any Load Multiple or Store Multiple

instruction, including PUSH (multiple registers) and POP (multiple registers), the PE uses
instruction restart and the Base register is restored to the original value.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - IM.
In a PE with the Main Extension, if the PE takes an exception during any Load Multiple or Store Multiple
instruction, including PUSH (multiple registers) and POP (multiple registers):

* If the instruction is not in an IT block and the exception is an asynchronous exception, the PE uses instruction
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resume and EPSR.ICI holds the continuation state. The base register is restored to the original value except
in the following cases:

Interrupt of an instruction that is using SP as the base register

The SP that is presented to the exception entry sequence is lower than any element pushed by an STM, or not
yet popped by an LDM.

For Decrement Before (DB) variants of the instruction, the SP is set to the final value. This is the lowest
value in the list.

For Increment After (IA) variants of the instruction, the SP is restored to the initial value. This is the lowest
value in the list.

Interrupt of an instruction that is not using SP as the base register

The base register is set to the final value, whether the instruction is a Decrement Before (DB) variant or an
Increment After (IA) variant.

¢ For all other cases:

— The PE uses instruction restart and the base register is restored to the original value. If the instruction is
not in an IT block, EPSR.ICI is cleared to zero.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.

When a Load Multiple instruction includes its Base register in its register list, if the PE takes an exception during
the instruction:

* The Base register is restored to the original value, and:

— If the instruction is in an IT block, the PE uses instruction restart.

— If the instruction is not in an IT block, and the PE takes the exception after it loads the Base register,
EPSR.IT/ICI can be set to an IMPLEMENTATION DEFINED value that will load at least the Base register
and subsequent locations again after returning from the interrupt.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.
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B3.28 Low overhead loops

I JrNR The LOB Extension is a mandatory feature of the Armv8.1-M architecture.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - LOB.

Rpyzum If MVE nor the Floating-point extension are implemented LTPSIZE is a fixed integer value of four. The pseudocode
function LTPSIZE () describes this.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - LOB && 'MVE
&& !FP.

Rpcpn If Floating-point extension is implemented LTPSIZE is a fixed value of four and the value of LTPSIZE is held in
FPSCR.LTPSIZE.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - LOB && FP.

Rrxng If MVE is implemented LTPSIZE is not fixed and the value of LTPSIZE is held in FPSCR.LTPSIZE, which might
not reads a four when LOB tail predication is in progress.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - LOB && MVE.

Rprzn The Armv8.1-M architecture supports low overhead loops using:

* WLS - While Loop Start.
* DLS - Do Loop Start.
* LE - Loop End.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - LOB.
Rycce An implementation that includes MVE has the following additional instructions that can be used in or in the
creation of low overhead loops:

* WLSTP - While Loop Start with Tail Predication.
* DLSTP - Do Loop Start with Tail Predication.

e LCTP - Loop Clear with Tail Predication.

* LETP - Loop End with Tail Predication.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - LOB && MVE.

Rrpva Instructions within the loop can read and write the loop iteration count, which is in the LR.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - LOB.

Iexon The following is a trivial memcpy example which uses the T1 variant of the LE instruction. The T1 variant uses
LR:

memcpy :
PUSH {RO, LR}
WLS LR, R2, loopEnd //R2=size

loopStart:
LDRSB R3, [R11, #1 // Rl = srcPtr, R3 = temp reg
STRB R3, [RO], #1 // RO = destPtr
LE LR, loopStart

loopEnd:
POP {RO, PC}

The WLS and LE instructions cause the loop body to be executed n times, where n is specified by the value of R2.
In this example, the low overhead loop instructions operate as follows:
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« If the iteration count that is passed to the WLS instruction is nonzero, the loop iteration count is copied to LR.
If the iteration count is zero, the WLS instruction jumps to the end of the loop.

« If additional iterations of the loop are required when the LE instruction is executed (as indicated by the value
in LR), the iteration count decrements LR and branches back to the start of the loop. The LE instruction also
caches the loop branch information in LO_BRANCH_INFO. Subsequent iterations might not be required to
re-execute the LE instruction.

» If LR indicates that no further iterations are required, the PE branches over the LE instruction when execution
reaches the last instruction in the body of the loop.

The LE T2 variant of the LE instruction does not include LR as an argument and can be used where the number of
iterations is not known in advance.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - LOB.
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The T3 variant of the LE instruction is LETP, which is a tail predicated loop. Tail predicated loops can be used if
the iteration count is not known in advance. A trivial memcpy example of the LETP instruction is shown here:

memcpy :

PUSH {RO, LR}

WLSTP.8 LR, R2, vectLoopEnd //R2 = element / byte count
vectLoopStart:

VLDRB. 8 00, [R1], #16 // Rl = srcPtr

VSTRB. 8 Q0, [RO], #16 // RO = destPtr

LETP LR, vectLoopStart
vectLoopEnd:

POP {RO, PC}

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - LOB && MVE.

The LE, LETP instruction caches the loop branch information in LO_BRANCH_INFO.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - LOB.

When executing a LE instruction, LR decrements by one on each iteration of the loop.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - LOB.

An INVSTATE UsageFault is raised if a LE instruction is executed and FPSCR.LTPSIZE does not read as four.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - LOB && (MVE
[ FP).

An INVSTATE UsageFault is raised if a LE instruction is executed and LTPSIZE does not read is not four.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - LOB !MVE &&
!FP.

For low overhead loop instructions, LR stores the loop iteration count. For a tail predicated low overhead loop
instruction, LR stores the number of vector elements to be processed.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - LOB. Note, MVE

required for tail predication.

When executing a LETP instruction, LR decrements by the element width indicated in FPSCR.LTPSIZE. When
FPSCR.LTPSIZE is not set to four tail predication is applied according to the value in LR. The number of elements
is calculated by dividing the vector width, 128, by the element width in FPSCR.LTPSIZE.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - LOB && MVE.

The following events update the low overhead loop flags, as indicated by LO_BRANCH_INFO.VALID bit.
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Event LO_BRANCH_INFO
Reset Cleared

LE, LETP instruction Conditionally set
Execution reaches LO_BRANCH_INFO.END_ADDR Conditionally cleared
BF, BFX, BFL, BFLX, BFCSEL instruction Set

Context synchronization event Cleared

BXNS or BLXNS instruction that cause a Security State transition Cleared

SG instuction that causes a transition from Non-secure to Secure state Cleared

Unstacking a FNC_RETURN stack frame Cleared

Any instruction that modifies the PC when LO_BRANCH_INFO.BF is set  Cleared
IMPLEMENTATION DEFINED events Cleared

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - LOB. Note, some

rows require S.

Iswuc If the debugger expects predictable control flow, then Arm recommends that the implicit branches are disabled and
that the associated cache is cleared.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - LOB.
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For implementations that include MVE, the architecture permits the architecturally overlapping execution of a
vector instruction at the end of the loop with an instruction at the start of the next iteration of the loop, except
when:

* The vector instructions at the end of the loop write to LR.
* The instruction at the start of the loop reads or writes to LR.
» Data dependencies between vector instructions are violated.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - LOB && MVE.

When a new floating-point context is created and FPCCR.ASPEN is set to one the PE automatically initializes
FPSCR.LTPSIZE to four.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - LOB && (MVE

[ FP).

When a new floating-point context is created and FPCCR.ASPEN is set to zero it is the responsibility of software
to correctly initialize FPSCR.LTPSIZE.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - LOB && (MVE
[ FP).

When a WLSTP or a DLSTP instruction is used to initialize a loop, the loop end instruction must be an LETP
instruction. If an LE instruction is used in this scenario, the predication applied might be incorrect.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - LOB && MVE.

When a WLS or a DLS instruction is used to initialize a loop, the loop end instruction must be an LE instruction.
Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - LOB.

The execution of an implicit or explicit LE, LETP instruction is CONSTRAINED UNPREDICTABLE anywhere
within an IT block. When the instruction is committed for execution, one of the following occurs:

* An UNDEFINED exception is taken.

* ITSTATE is cleared to 0.

» The instructions are executed as if they had passed the condition code check and the ITSTATE is advanced.

* The instructions execute as NOPs, as if they had failed the condition code check and the ITSTATE is not
advanced.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - LOB.

See also:

B5.6.1 Loop tail predication on page 187.
WLS, DLS, WLSTP, DLSTP.

LE, LETP.

LTPSIZE.
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The Armv8.1-M architecture supports branch future instructions (BF instructions). The BF instruction and its
variants are requests to the PE to perform a branch in the future. The variants of the branch future instruction are
BF, BFX, BFL, BFLX, and BFCSEL

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - LOB.

An example of a BF branch point is as follows:

start:
BFX Db_label, LR // Set up BF at b_label
ADD r0, r0, ril
ADD r0, r0, r2
ADD r0O, r0, r3
// This is the BF branch point
b_label:
BX LR // Executed if LO_BRANCH_INFO invalid

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - LOB.

If the last instruction immediately before the BF branch point writes to LR, and a BFL or BFLX set up the BF
branch point, then LR is set to the return address, and not to the value that is generated by the instruction at the BF
branch point.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - LOB.

BF initializes the LO_BRANCH_INFO register to cause a low overhead branch just before execution reaches the
specified label, that is the branch point.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - LOB.

When BF causes a branch, this branch occurs at the branch point. The instruction after the branch point is not
executed if the branch is taken.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - LOB.

Inserting the BF branch point in the middle of a T32 instruction results in one of the following CONSTRAINED
UNPREDICTABLE behaviors:

* It executes as a NOP.

* It raises an UNDEFINED instruction fault.

* It executes normally and the branch that is associated with the BF instruction is taken.

* It executes normally and the branch that is associated with the BF instruction is not taken.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - LOB.

If the BF branch point is in an IT block, and it does not immediately precede the last instruction in the IT block,
then the following CONSTRAINED UNPREDICTABLE behaviors can result:

* The instruction executes normally and the branch that is associated with the BF instruction is not taken. The
BF instruction can be treated as a NOP.

* The instruction before the BF branch point raises an UNDEFINED instruction fault.

» ITSTATE is cleared to 0.

* Taking the branch that is associated with the BF instruction causes ITSTATE to become UNKNOWN.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - LOB.

If a BF branch point is within an IT block, the branch that was created by the BF instruction is not affected by the
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IT condition.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - LOB.

When executing in Handler mode, BF instructions that attempt to cause a branch to EXC_RETURN behave as
NOPs.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - LOB.

In an implementation that includes the Security Extension, BF instructions that attempt to cause a branch to
FNC_RETURN behave as NOPs.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - LOB && S.

Taking a branch that is created by the BF instruction clears ITSTATE to 0.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - LOB.

See also:

Chapter C1 Instruction Set Overview on page 427.
B3.28 Low overhead loops on page 133.

C1.3.5 ITSTATE on page 438.

BF, BFX, BFL, BFLX, and BFCSEL.

Applies to an implementation of the architecture from Armv8.1-M onwards.
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In a PE with the Security Extension, two vector tables are implemented, the Secure Vector table and the Non-secure
Vector table, and it is IMPLEMENTATION DEFINED which of the following is true:

* The PE supports configurability of each vector table base, and two Vector Table Offset Registers, VTOR_S
and VTOR_NS, are provided for this purpose.
* The PE does not support configurability of either vector table base, and VTOR_S and VTOR_NS are WL

If the PE supports configurability of each vector table base:

* Exceptions that target Secure state use VTOR_S to determine the base address of the Secure vector table.
» Exceptions that target Non-secure state use VTOR_NS to determine the base address of the Non-secure
vector table.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.
In a PE without the Security Extension, a single vector table is implemented, and it is IMPLEMENTATION DEFINED
which of the following is true:

» The PE supports configurability of the vector table base, and a single Vector Table Offset Register, VTOR, is
provided for this purpose.
* The PE does not support configurability of the vector table base, and VTOR is WI.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - !S.

Arm recommends that VTOR_S points to memory that is Secure and not Non-secure callable.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

A vector table contains both:

 The initialization value for the main stack pointer on reset.
 The start address of each exception handler.

The exception number defines the order of entries.

Word offset in vector table Value that is held at offset

0 Initial value for the main stack pointer on reset.

1 Start address for the reset handler.

Exception number Start address for the handler for the exception with that number
Exception number Start address for the handler for the exception with that number

Applies to an implementation of the architecture from Armv8.0-M onwards.

In a PE with a configurable vector table base, the vector table is naturally aligned to a power of two, with an
alignment value that is:

* A minimum of 128 bytes.
* Greater than or equal to (Number of Exceptions supported x4).

Applies to an implementation of the architecture from Armv8.0-M onwards.

Vector fetches for entries beyond the natural alignment of the associated VTOR occur from an UNKNOWN entry
within the vector table.

Applies to an implementation of the architecture from Armv8.0-M onwards.
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Arm recommends that it is ensured that the vector table and VTOR are aligned so that the entry for the highest
taken exception falls within the natural alignment of the table, and at a minimum that the vector table is 128 byte
aligned. A PE might impose further restrictions on the VTOR.

Applies to an implementation of the architecture from Armv8.0-M onwards.

If a vector fetch causes a Security attribution unit violation or an implementation defined attribution unit violation
or a BusFault, a secure VECTTBL HardFault is raised. If the exception priority prevents any secure VECTTBL
HardFault preempting, one of the following occurs:

e The PE enters Lockup at the priority of the original exception.
* The original exception transitions from the pending to the active state.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S. Note, SAU and
IDAU require M.
For all vector table entries other than the entry at offset O, if bit[0] is not set to 1, the first instruction in the

exception results in an INVSTATE UsageFault or a HardFault.

Applies to an implementation of the architecture from Armv8.0-M onwards.

For all vector table entries other than the entry at offset 0, bit[0] defines EPSR.T on exception entry. Setting bit[0]
to 1 indicates that the exception handler is in the T32 instruction set state.

Applies to an implementation of the architecture from Armv8.0-M onwards.

A vector fetch may be performed using the instruction interface, and avoid DWT matches and watchpoints being
generated.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:

B9.4 IMPLEMENTATION DEFINED Attribution Unit (IDAU) on page 275.
B9.3 Security attribution unit (SAU) on page 274.

B3.9 Exception numbers and exception priority numbers on page 82.

B3.5.2 Execution Program Status Register (EPSR) on page 77.

Copyright © 2015 - 2020 Arm Limited or its affiliates. All rights reserved. 141
Non-confidential



Chapter B3. Programmers’ Model
B3.31. Hardware-controlled priority escalation to HardFault

B3.31 Hardware-controlled priority escalation to HardFault

Renvs

RHP LM

Rpaag

Rporr

DDI0553B.1
1D30062020

If a synchronous exception with an equal or lower priority to execution is pending, the PE hardware escalates it
to become a HardFault. This rule applies to all synchronous exceptions and DebugMonitor exceptions that are
caused by the BKPT instruction. This rule does not apply to asynchronous exceptions and all other DebugMonitor
exceptions. If the HardFault cannot be taken the PE enters Lockup

Applies to an implementation of the architecture from Armv8.0-M. Note, DebugMonitor exception requires M.
FPCCR.*RDY (not the current execution priority) determines the escalation of synchronous exceptions generated
because of lazy floating-point state preservation. This means that an asynchronous exception might be pended.

Applies to an implementation of the architecture from Armv8.0-M onwards.

When current execution has a priority value less than or equal to the configurable priority exceptions, if a disabled
configurable priority exception occurs:

« Ifitis a synchronous exception, the PE hardware escalates the exception to become a HardFault.
 If it is an asynchronous exception, the PE does not escalate the interrupt. The interrupt remains pending.

Applies to an implementation of the architecture from Armv8.0-M onwards.

A fault that has been escalated to a HardFault, and not pended, retains the return address behavior of the original
fault and sets HFSR.FORCED to 1.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:

B3.9 Exception numbers and exception priority numbers on page 82.
DebugMonitor exception.

B3.33 Lockup on page 145.

B3.11 Security states, exception banking on page 87.
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In a PE with the Main Extension, the PRIMASK, FAULTMASK, and BASEPRI registers can be used as follows.
A PE without the Main Extension implements PRIMASK, but does not implement FAULTMASK and BASEPRI.

PRIMASK
In a PE without the Security Extension:

 Setting this bit to one boosts the current execution priority to 0, masking all exceptions with an equal or
lower priority.

In a PE with the Security Extension:
* Setting PRIMASK_S to one boosts the current execution priority to O.
 If AIRCR.PRIS is:
0:
Setting PRIMASK_NS to one boosts the current execution priority to O.

Setting PRIMASK_NS to one boosts the current execution priority to 0x80.

In a PE with the Security Extension, when the current execution priority is boosted to a particular value, all
exceptions with an equal or lower priority are masked.

FAULTMASK
In a PE without the Security Extension:

* Setting this bit to one boosts the current execution priority to -1, masking all exceptions with an equal or
lower priority.

In a PE with the Security Extension, if AIRCR.BFHFNMINS is:

0:
Setting FAULTMASK_S to one boosts the current execution priority to -1.
If AIRCR.PRIS is:
0: Setting FAULTMASK_NS to one boosts the current execution priority to 0.
1: Setting FAULTMASK_NS to one boosts the current execution priority to 0x80.
1:

Setting FAULTMASK_S to one boosts the current execution priority to -3.
Setting FAULTMASK_NS to one boosts the current execution priority to -1.

In a PE with the Security Extension, when the current execution priority is boosted to a particular value, all
exceptions with an equal or lower priority are masked.

BASEPRI
In a PE without the Security Extension:

* This field can be set to a priority number between 1 and the maximum supported priority number. This boosts
the current execution priority to that number, masking all exceptions with an equal or lower priority.

In a PE with the Security Extension:
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* BASEPRI_S can be set to a priority number between 1 and the maximum supported priority number.
 If AIRCR.PRIS is:
0: BASEPRI_NS can be set to a priority number between 1 and the maximum supported priority number.

1: BASEPRI_NS can be set to a priority number between 1 and the maximum supported priority number.
The value in BASEPRI_NS is then mapped to the bottom half of the priority range, so that the current
execution priority is boosted to the mapped-to value in the bottom half of the priority range, that is from
0x80 to the supported maximum.

In a PE with the Security Extension, when the current execution priority is boosted to a particular value, all
exceptions with an equal or lower priority are masked.

Applies to an implementation of the architecture from Armv8.0-M. Note, FAULTMASK and BASEPRI require M.

The PRIMASK, FAULTMASK, and BASEPRI priority boosting mechanisms only boost the group priority, not the
subpriority.

Applies to an implementation of the architecture from Armv8.0-M. Note, FAULTMASK and BASEPRI require M.

Without the Security Extension:
* An exception return sets FAULTMASK to 0.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - !S && M.

With the Security Extension:

* An exception return sets FAULTMASK to O if the raw execution priority is greater than or equal to 0.
EXC_RETURN.ES indicates which banked instance of FAULTMASK is set to 0.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S && M.

The raw execution priority is:

* The execution priority minus the effects of any configurable PRIMASK, FAULTMASK, or BASEPRI priority
boosting.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.

The requested execution priority for a Security state is negative when any of the following are true:

* The banked FAULTMASK bit is 1, including when AIRCR.PRIS is also 1.
* A HardFault is active.
* An NMI is active and targets the Security state for which the requested execution priority is being calculated .

Applies to an implementation of the architecture from Armv8.0-M. Note, FAULTMASK requires M.

See also:
B3.13 Priority model on page 94.

B3.9 Exception numbers and exception priority numbers on page 82.
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Lockup is a PE state where the PE stops executing instructions in response to an error for which escalation to
an appropriate HardFault handler is not possible because of the current execution priority. An example is a
synchronous exception that escalates to a Secure HardFault, but cannot escalate to a Secure HardFault because a
Secure HardFault is already active.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Arm recommends that an implementation provides a LOCKUP signal that, when the PE is in lockup, signals to
the external system that the PE is in lockup.

Applies to an implementation of the architecture from Armv8.0-M onwards.

When the PE is in lockup:

e DHCSR.S_LOCKUP reads as 1.

* The PC reads as 0xEFFFFFFE. This is an XN address.

* The PE stops fetching and executing instructions.

* If the implementation provides an external LOCKUP signal, LOCKUP is asserted HIGH.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Exit from lockup is only by one of the following:

* A Cold reset.

* A Warm reset.

* Entry to Debug state.

* Preemption by another exception.

Applies to an implementation of the architecture from Armv8.0-M. Note, entry to Debug state requites Halting debug.
Exit from lockup causes both DHCSR.S_LOCKUP and, if implemented, the external LOCKUP signal, to be
deasserted.

Applies to an implementation of the architecture from Armv8.0-M onwards.

On an exit from lockup by entry to Debug state, or by preemption by another exception, the return address is
OXEFFFFFFE.

Applies to an implementation of the architecture from Armv8.0-M. Note, entry to Debug state requires Halting debug.

After exit from lockup by entry to Debug state, or by preemption by another exception, a subsequent return
from Debug state or that exception without modifying the return address attempts to execute from OxEFFFFFFE.
Execution from this address is guaranteed to generate an [ACCVIOL MemManage fault, causing the PE to reenter

lockup if the execution priority has not been modified. Modification of the return address would enable execution
to be resumed, however Arm recommends treating entry to lockup as fatal and requiring the PE to be reset.

Applies to an implementation of the architecture from Armv8.0-M. Note, entry to Debug state requires Halting debug.

See also:
B3.13 Priority model on page 94.
Chapter B12 Debug on page 283.

Instruction-related lockup behavior

Instruction execution
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A synchronous exception results in lockup when:

* The synchronous exception would otherwise escalate to a Secure HardFault and any of the following is true:

Secure HardFault is already active.

NMI is active and AIRCR.BFHFNMINS is 0.
FAULTMASK_S.FM is 1.

— Non-secure HardFault is active and AIRCR.BFHFNMINS is 0.

* The synchronous exception would otherwise escalate to a Non-secure HardFault and any of the following is
true:

Non-secure HardFault or Secure HardFault is already active.
NMI is active.
FAULTMASK_NS.FM or FAULTMASK_S.FM is 1.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S. Note,
FAULTMASK requires M.
If the Security Extension is not implemented, a synchronous exception results in lockup when:

* The synchronous exception would otherwise escalate to HardFault and any of the following is true:

— HardFault is already active.
— NMIl is active.
— FAULTMASK is always 1.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - !S.

Entry to lockup from an exception causes:

* Any Fault Status Registers associated with the exception to be updated.
* No update to the pending exception state or to the active exception state.
* The PC to be set to OXEFFFFFFE.

e EPSR.IT to be become UNKNOWN.

In addition, HFSR.FORCED is not changed.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Asynchronous BusFaults do not cause lockup.

Applies to an implementation of the architecture from Armv8.0-M onwards.

When a BusFault does not cause lockup, the value that is read or written to the location that generated the BusFault
iS UNKNOWN.

Applies to an implementation of the architecture from Armv8.0-M onwards.

ITSTATE does not advance when the PE is in lockup.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Floating-point lazy Floating-point context preservation

When FPCCR.LSPACT is 1, a NOCP UsageFault, AU violation, MPU violation, or synchronous BusFault during
lazy Floating-point context preservation causes lockup if any of the following is true:

* FPCCR.HFRDY is 0, the *RDY bit associated with the original exception is 0, and the current execution
priority is high enough to prevent preemption.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP. Note, an
MPU violation requires MPU, an SAU violation requires S.
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RMMB J

When FPCCR.LSPEN is 0, any faults that are caused by floating-point register reads or writes during exception
entry or exception return are handled as faults on stacking or unstacking respectively.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

B3.33.2 Exception-related lockup behavior
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Vector or stack pointer error on reset

On reset, if reading the vector table to obtain either the vector for the reset handler or the initialization value for the
main stack pointer causes a BusFault, the PE enters lockup in HardFault with the following behavior:

e HFSR.VECTTBL is set to 1.

* In a PE with the Security Extension, Secure HardFault is made active. That is, SHCSR_S.HARDFAULTACT
is set to 1.

* In a PE without the Security Extension, HardFault is made active. That is, SHCSR.HARDFAULTACT is set
to 1.

* An UNKNOWN value is loaded into the main stack pointer.

e The IPSR is set to 0.

¢ EPSR.T is UNKNOWN.

¢ EPSR.IT is set to zero.

e The PC is set to OXEFFFFFFE.

Applies to an implementation of the architecture from Armv8.0-M. Note, a Secure HardFault requires S.

Errors on preemption and stacking for exception entry

An AU violation, MPU violation, NOCP UsageFault, STKOF UsageFault, LSERR SecureFault, or synchronous
BusFault during context stacking causes lockup when:

* The exception would escalate to a Secure HardFault if any of the following is true:

Secure HardFault is already active.

NMI is active and AIRCR.BFHFNMINS is 0.
FAULTMASK_S.FM is 1.

Non-secure HardFault is active and AIRCR.BFHFNMINS is 0.

* The exception would escalate to a Non-secure HardFault if any of the following is true:

— Non-secure HardFault or Secure HardFault is already active.
— NMI is active.
— FAULTMASK_NS.FM or FAULTMASK_S.FM is 1.

In these cases, the point of PE lockup is when, after the exception to be taken has been chosen, the handler for that
exception is entered. These cases do not in themselves cause any additional exception to become pending.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S. Note, an AU
violation requires S, an MPU violation requires MPU, a UsageFault requires M, a SecureFault requires S.

When an AU violation, MPU violation, NOCP UsageFault, STKOF UsageFault, LSERR SecureFault, or syn-
chronous BusFault occurs during context stacking, it is IMPLEMENTATION DEFINED whether the PE continues to
stack any of the remaining context.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S. Note, an AU
violation requires S, an MPU violation requires MPU, a UsageFault requires M, a SecureFault requires S, LSERR requires FP.
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At the point of encountering an AU violation, MPU violation, NOCP UsageFault, STKOF UsageFault, LSERR
SecureFault, or synchronous bus error during context stacking, the PE:

* Updates any Fault Status Registers associated with the error.
* Does not change HFSR.FORCED.

At the point of lockup:

 All state, including the LR, IPSR, and active and pending bits, is modified as though the fault on context
stacking had never occurred, other than the following:

— EPSR.T becomes UNKNOWN.
— EPSRL.IT is set to zero.
— The PC is set to 0OXEFFFFFFE.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S. Note, an AU
violation requires S, an MPU violation requires MPU, a UsageFault requires M, a SecureFault requires S, LSERR requires FP.

Vector read error on NMI or HardFault entry

On entry to an NMI or HardFault, if reading the vector table to obtain the vector for the NMI or HardFault handler
causes a bus error, the PE enters lockup with the following behavior:

* HFSR.VECTTBL is set to 1.

» The IPSR is updated to hold the exception number of the exception taken.

* The active bit of the exception that is taken is set to 1.

* The pending bit of the exception that is taken is cleared to O.

* EPSR.T is UNKNOWN.

* EPSR.IT is set to zero.

* The LR is set to the EXC_RETURN value that would have been used had the fault not occurred.
* The PC is set to OXEFFFFFFE.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Because AU violations on vector reads are required to be treated as late-arriving, they cannot cause lockup, and
instead result in a higher priority exception being taken. Vector reads always use the default memory map and
cannot generate MPU violations.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Integrity checks on exception return

A fault that is generated by a failed integrity check on exception return is generated after either the active bit for
the returning exception, or the active bit for NMI or HardFault, has been cleared to 0, and if applicable, after
FAULTMASK has also been cleared to 0. A fault that is generated by a failed integrity check on exception return
causes lockup when:

* The exception would escalate to a Secure HardFault and any of the following is true:

Secure HardFault is already active.

NMI is active and AIRCR.BFHFNMINS is 0.

— FAULTMASK_S.FM s 1.

— Non-secure HardFault is active and AIRCR.BFHFNMINS is 0.

* The exception would escalate to a Non-secure HardFault and any of the following is true:

— Non-secure HardFault or Secure HardFault is already active.
— NMI is active.
— FAULTMASK_NS.FM or FAULTMASK_S.FM is 1.
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Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

Rprkp When the PE enters lockup because of a fault that is generated by a failed integrity check, the PE:
* Updates any Fault Status Registers associated with the error.
 Sets IPSR to 0, if EXC_RETURN for the returning exception indicated a return to Thread mode.
* Sets IPSR to 3, if EXC_RETURN for the returning exception indicated a return to Handler mode.
* Sets the stack pointer that is used for unstacking to the value it would have had if the fault had not occurred.
— If the XPSR load faults, the SP is 64-bit aligned.
* Updates CONTROL.FPCA, based on EXC_RETURN.FType.
* CONTROL.SFPA becomes UNKNOWN.
* Sets the PC to OxEFFFFFFE.
In addition, the APSR, EPSR, FPSCR, R0-R12, LR, and SO0-S31 are UNKNOWN.

Applies to an implementation of the architecture from Armv8.0-M. Note, CONTROL.FPCA and SFPA, FPSCR and S0-S31
require FP || MVE. MVE is only available in an Armv8.1-M implementation.

Rxnza When the PE enters lockup because of a fault that is generated by a failed integrity check, and MVE is implemented,
VPR is UNKNOWN.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

Errors when unstacking state on exception return

RuksJg Context unstacking is performed after any clearing of exception active bits or FAULTMASK, that is required by
the exception return, has been made visible. A synchronous exception during context unstacking causes lockup
when:

* The exception would escalate to a Secure HardFault and any of the following is true:

— Secure HardFault is already active.
- FAULTMASK_S.FM is 1.
— Non-secure HardFault is active and AIRCR.BFHFNMINS is 0.

* The exception would escalate to a Non-secure HardFault and any of the following is true:

— Non-secure HardFault or Secure HardFault is already active.
— NMIl is active.
— FAULTMASK_NS.FM or FAULTMASK_S.FM is 1.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

Rxrco When a synchronous exception during context unstacking causes lockup, the PE:

» Updates any Fault Status Registers associated with the error.

* Sets IPSR to 0, if EXC_RETURN for the returning exception indicated a return to Thread mode.

 Sets IPSR to 3, if EXC_RETURN for the returning exception indicated a return to Handler mode.

* Sets the stack pointer that is used for unstacking to the value it would have had if the fault had not occurred.
— If the XPSR load faults, the SP is 64-bit aligned.

e Updates CONTROL.FPCA, based on EXC_RETURN.

* Sets the PC to 0xEFFFFFFE.

In addition, the APSR, EPSR, FPSCR, R0-R12, LR, and S0-S31 are UNKNOWN.

Applies to an implementation of the architecture from Armv8.0-M onwards.
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Ryzre When the PE enters lockup because of an AU violation, MPU violation, or synchronous BusFault during context
unstacking, and MVE is implemented, VPR is UNKNOWN.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

See also:

B3.22 Exception return on page 119.
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The Armv8.1-M architecture supports Data independent timing operations.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - DIT.

DIT behavior only applies if the instruction passes its Condition code check. The instruction remains subject to the
rules of the architecture but is permitted to have a different execution time when compared to the same instruction
that had passed the Condition code check.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - DIT.

When AIRCR.DIT is set to 1, unless otherwise specified, the time required for Data independent timing operations
is independent of all values that are accessed by operations from the following registers:

* FPCSR.{N,Z,C,V}.

* APSR.

* General-purpose registers.

* Floating-point Extension registers (S0-S31, D0-D15, and Q0-Q7).
¢ In a limited number of cases, VPR.PO.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - DIT. Note,
Floating-point registers require FP or MVE, and VPR requires MVE.

When AIRCR.DIT is set to 1, this affects the following features:

» Exception handling. In addition to the standard set of registers, the following operations also exhibit Data
independent timing for accesses to VPR.PO:

Exception entry.

Tail-chaining.

Lazy floating-point state preservation.
Exception return.

¢ EPSR.ICI. Whether a PE uses ICI for load/store multiple instructions is not dependent on the data values that
are loaded or saved. This excludes the address that is being targeted.

* Beat wise execution. Whether a Data independent timing vector instruction overlaps with another vector

instruction is not dependent on the data values being processed by the data independent timing vector
instruction.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - DIT. Note, VPR
and vector instructions requires MVE.
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Rycvu The DIT non-MVE instructions, including flag setting variants of the instruction are:
* Comparison and selection:

— CMP (immediate), CMP (register), TEQ (immediate), TEQ (register), TST
(immediate), TST (register).
— CSEL, CSINC, CSINV, CSNEG.

¢ Arithmetic:

— ADC (immediate),ADC (register),SBC (immediate), SBC (register).

— ADD (SP plus immediate), ADD (SP plus register), ADD (immediate), ADD
(immediate, to PC), ADD (register), SUB (SP minus immediate), SUB
(SP minus register), SUB (immediate), SUB (immediate, from PC), SUB
(register),RSB (immediate),RSB (register)

- UMLAL, UMLAL.

¢ Bitwise:

— AND (immediate), AND (register), BIC (immediate), BIC (register), EOR
(immediate),EOR (register),MVN (immediate),MVN (register),ORN (immediate),
ORN (register),ORR (immediate),ORR (register)

- UBFX.

« Shifts, Bit Reversal:

— ASR (immediate), ASR (register), LSL (immediate), LSL (register), LSL
(immediate), LSR (register),ROR (immediate),ROR (register),RRX
— RBIT, REV, REV16.

¢ Moves:

- MOV (immediate),MOV (register).
— MRS, MSR (register). Data independent timing is only required to be guaranteed for accesses to
APSR.

 Load/store instructions. Data independent timing does not apply to the addresses that are being accessed, or
to sign extending variants.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - DIT.
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Rprvy The DIT MVE instructions are:

* Comparison and selection:

— VCMP (floating-point),VCMP (vector), and VPSEL. VPSEL also exhibits Data indepen-
dent timing with respect to the value of VPR.PO.

¢ Arithmetic:

- VADC, VSBC, VADD (vector),VSUB (vector).
— VMULL (integer) and VMULL (polynomial).

¢ Bitwise:

— VAND.
VBIC (immediate) and VBIC (register).
VEOR.
— VMVN (immediate) and VMVN (register).
— VORN.
— VORR.

¢ Shifts, Bit Reversal:
— VBRSR, VSHR, VSHL, VSHLC.
* Moves:

— All vector VMOV instructions.

— VMSR, VMRS. Data independent timing is only required to be guaranteed for accesses to FP-
SCR.{N,Z,C,V,QC} and VPR.PO.
— VREV16, VREV32, VREV64.

* Load/store instructions. Data independent timing does not apply to the address that is being accessed, or to
sign-extending variants.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - DIT && MVE.

Rrwagw For non-architected accesses, all instructions, including instructions that are not listed as Data independent timing
instructions, exhibit Data independent timing with respect to data that is held in specified DIT registers that are not
architecturally accessed by the instruction.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - DIT.

See also:

B5.4 Beats on page 181.
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The architecture requires a Context synchronization event to guarantee visibility of any change to any memory-
mapped register described in the architecture. Following a Content synchronization event a completed write to
a memory-mapped register is visible to an indirect read by an instruction appearing in program order after the
context synchronization event.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Between any change to a memory-mapped register and a subsequent Content synchronization event, it is UNPRE-
DICTABLE whether an indirect read of the register by the PE uses the old or new values.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Where multiple changes are made to memory-mapped registers before a Content synchronization event, each value
might independently be the old or new value.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Where unsynchronized values apply to different areas of architectural functionality, or IMPLEMENTATION DEFINED
functionality, those areas might independently treat the values as being either the old or new value.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The choice between the behaviors is IMPLEMENTATION DEFINED and might vary for each use of the unsynchro-
nized value.

Applies to an implementation of the architecture from Armv8.0-M onwards.
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Coprocessor support is OPTIONAL.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.

When coprocessors are not supported, the fields in CPACR, NSACR, and CPPWR that are associated with the
unsupported coprocessor are RAZ/WI.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.

In an implementation with the Security Extension, out of reset access to the Floating-point Extension is disabled in
both Secure and Non-secure state. Use by Non-secure software requires correct configuration of permissions by
Secure software.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M && S.
The architecture supports 0-16 coprocessors, CP0O to CP15.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.

CPO to CP7 are IMPLEMENTATION DEFINED.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.

It is IMPLEMENTATION DEFINED whether CPO to CP7 can be used from both Secure and Non-secure states or
whether the coprocessor is enabled for only Secure or Non-secure state.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M. Note, Secure
state requires S.

Arm reserves CP8 to CP15.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.

CP10 to CP11 are reserved to support the Floating-point Extension, and CP10 controls the CP11 Floating-point
instructions.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.

From version 8.1-M of the architecture, access control for CP10 also controls CP8, CP9, CP14, and CP15.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - FP || MVE.

The state that is associated with Floating-point unit described in CPPWR.SU10 applies to S registers, D registers,
and FPSCR.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

From version 8.1-M of the architecture, the state that is associated with the Floating-point unit described in
CPPWR.SU10 also applies to the Q registers and VPR.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

Instructions that are issued to unimplemented or disabled coprocessors result in a NOCP UsageFault.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.

If a coprocessor cannot complete an instruction, an UNDEFINSTR UsageFault is generated.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.
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See also:
Chapter B4 Floating-point Support on page 161.
CPACR, Coprocessor Access Control Register
CPPWR, Coprocessor Power Control Register
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B3.37 The Custom Datapath Extension

B3.37.1 Overview of the Custom Datapath Extension
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CDE introduces three classes of two instructions in the co-processor instruction space:

» Three classes operate on the general-purpose register file, including the condition code flags APSR_nzcv.
» Three classes operate on the Floating-point or SIMD register file only.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - CDE. Note, (FP
Il MVE) required for Floating-point register file. MVE is only available in an Armv8.1-M implementation.
A Custom Datapath instruction operating on the Floating-point or SIMD register files uses one of:

* 32-bit S registers.
* 64-bit D registers.
* 128-bit Q registers.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - CDE && (FP ||
MVE). Note, Q registers require MVE, MVE is only available in an Armv8.1-M implementation.
The three classes of CDE instructions are defined by the following patterns:

® <operation code> <destination register>.
® <operation code> <destination register>, <source register>.
* <operation code> <destination register>, <source register 1>, <source register 2>.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - CDE.

The destination register of a Custom Datapath instruction might be optionally read, as well as written.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - CDE.

The operation code can be split between a true operation code in the custom datapath and an immediate value used
in the custom datapath. The architecture does not prescribe any split.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - CDE.

Immediate consequences of the above are:

* No operations on the Floating-point or SIMD registers can set condition codes.
* There are no instructions that support the use of all of, or any combination of the following:
— S registers.
— D registers.
— Q registers.
— The general-purpose register file.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - CDE. Note, Q

registers require MVE, MVE is only available in an Armv8.1-M implementation.

Operations on the general-purpose register file operate on 32-bit registers, or a dual-register consisting of a 64-bit
value constructed from an even numbered general-purpose register and its immediately following odd numbered
pair.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - CDE.

B3.37.2 Enabling CDE instructions
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Custom Datapath instructions can be found within, and are associated with, the existing coprocessor encoding and
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numbering spaces.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - CDE.

Custom Datapath instructions fall into encoding spaces associated with a coprocessor number in the range O to 7
inclusive.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - CDE.

Enabling the coprocessor space in which the Custom Datapath Extension is implemented is the same as other
IMPLEMENTATION DEFINED coprocessors. The function IsCPEnabled () describes this.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - CDE. Note, S
required for Secure state.

If a coprocessor is associated with the Custom Datapath Extension, that coprocessor cannot execute the following
instructions:

e CDP, CDP2.

e ILDC, LDC2 (immediate).
e IL.DC, LDC2 (literal).

e MCR, MCR2.

e MCRR, MCRR2.

e MRC, MRC2.

* MRRC, MRRC2.

e STC, STC2.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - CDE.

Execution of a Custom Datapath instruction that accesses the Floating-point or SIMD register file causes Lazy
Floating-point stacking as specified by the architecture.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - CDE && (FP ||
MVE). Note, MVE is only available in an Armv8.1-M implementation.

When executing a CDE instruction the PE checks that the coprocessor associated with CDE is enabled. If access
to another coprocessor is required, for example the Floating-point Extension or MVE, a second coprocessor check
is carried out.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - CDE && (FP ||
MVE). Note, MVE is only available in an Armv8.1-M implementation.

If the execution of a CDE instruction requires access to the Floating-point or MVE register file the Floating-point
Extension or MVE must be enabled using CPACR or NSACR dependent on Security state. Before the execution of
a CDE instruction that requires access to the Floating-point Extension or MVE register file, the following registers
are checked to ensure that CP10 is enabled:

* CPACR.
* NSACR.
* CPPWR.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - CDE && (FP ||
MVE). Note, MVE is only available in an Armv8.1-M implementation.

Armv8-M double-precision Floating-point Extension implements 16 “D” registers, DO to D15. The instructions
defined by the Custom Datapath Extension are capable of indexing registers DO to D31.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - CDE && (FP ||
MVE). Note, MVE is only available in an Armv8.1-M implementation.
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Armv8.1-M MVE implements eight “Q” registers, QO to Q7. The instructions defined by the Custom Datapath
Extension are capable of indexing registers QO to Q15.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - CDE && MVE.
Note, MVE is only available in an Armv8.1-M implementation.

Execution of a Custom Datapath instruction that attempts to access an unimplemented Floating-point or SIMD
register, is CONSTRAINED UNPREDICTABLE and either of the following behaviors can occur:

¢ The instruction is UNDEFINED.
¢ The instruction is treated as a NOP.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - CDE && (FP ||
MVE). Note, MVE is only available in an Armv8.1-M implementation.

See also:

B3.36 Coprocessor support on page 155
CPACR, Coprocessor Access Control Register
CPPWR, Coprocessor Power Control Register
NSACR, Non-secure Access Control Register

B3.37.3 Execution of CDE instructions
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The source and destination registers for any Custom Datapath instruction are restricted to those that are specified
by the instruction pseudocode.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - CDE.
The operation of a Custom Datapath instruction cannot be stateful, and cannot operate directly on memory.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - CDE.

It is IMPLEMENTATION DEFINED which Custom Datapath instructions are implemented.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - CDE.

An unimplemented Custom Datapath instruction whose associated coprocessor is not disabled is UNDEFINED.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - CDE.

The execution of an unimplemented immediate value in the encoding of a Custom Datapath instruction is
CONSTRAINED UNPREDICTABLE and either of the following behaviors can occur:

¢ The instruction is UNDEFINED.
¢ The instruction is treated as a NOP.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - CDE.

Which coprocessors adhere to the Custom Datapath Extension or the Arm architecture coprocessor instruction set
is IMPLEMENTATION DEFINED.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - CDE.

Arm strongly recommends that CDE instructions must conform with data independent timing.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - CDE && DIT.
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If the Performance Monitors Extension is implemented only the instruction counter, Cycle counter and, IMPLE-
MENTATION DEFINED counters increment on execution of Custom Datapath Extension instructions. There are no
architected PMU events for Custom Datapath Extension instructions.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - CDE && PMU.
When executing a CDE scalar dual instruction the CDE enabled coprocessor must process general-purpose register
pairs according to the PE’s current endianness.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - CDE.

All of the rules required for the M-Profile Vector Extension and the Low Overhead Loop and Branch Future
Extension apply to all CDE beat-wise compatible instructions.

This includes the following, but is not limited to:

* Exception continuable behavior.

* Overlapping of beat-wise instructions.
* VPT predication.

* Tail predicated low overhead loops.

The CDE instructions are as follows:

e VCXI1 (vector).
* VCX2 (vector).
¢ VCX3 (vector).

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - CDE && MVE
&& LOB.

See also:

Chapter C1 Instruction Specification
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Floating-point Support

This chapter specifies the Armv8-M Floating-point support rules. It contains the following sections:
B4.1 The optional Floating-point Extension, FPv5 on page 162.

B4.2 About the Floating-point Status and Control Registers on page 164.

B4.3 Registers for Floating-point data processing, S0-S31, or DO-D15 on page 165.

B4.4 Floating-point standards and terminology on page 166.

B4.5 Floating-point data representable on page 167.

B4.6 Floating-point encoding formats, half-precision, single-precision, and double-precision on page 168.
B4.7 The IEEE 754 Floating-point exceptions on page 170.

B4.8 The Flush-to-zero mode on page 171.

B4.9 The Default NaN mode, and NaN handling on page 173.

B4.10 The Default NaN on page 174.

B4.11 Combinations of Floating-point exceptions on page 175.

B4.12 Priority of Floating-point exceptions relative to other Floating-point exceptions on page 176.
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B4.1 The optional Floating-point Extension, FPv5
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The optional Floating-point Extension defines a Floating Point Unit (FPU). Coprocessors 10 and 11 support the
Extension.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

The scalar Floating-point Extension can be implemented with or without MVE-F.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - FP.

Floating-point is sometimes abbreviated to FP.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

The version of Floating-point Extension that is supported is FPv5.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

FPv5 provides all of the following:

* Single-precision arithmetic operations.

* Optional double-precision arithmetic operations.

» Conversions between integer, double-precision, single-precision, and half-precision formats.

 Registers for Floating-point processing S0-S31, or DO-D15.

¢ Data transfers, between Arm general-purpose registers and FPv5 Extension registers SO-S31, or DO-D15, of
single-precision and double-precision values.

* A Flush-to-zero mode that software can enable or disable.

* An optional alternative half-precision interpretation of the IEEE 754 half-precision encoding format.

FPv5 adds the following System registers:

* The FPSCR, to the CP10 and CP11 System register space.
e The FPCAR, FPCCR, FPDSCR, MVFRO, MVFR1, and MVFR2, to the System Control Block (SCB).

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP || MVE. Note,

MVE only available in an Armv8.1-M implementation.

From Armv8.1-M onwards, FPv5 provides Half-precision arithmetic operations.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - FP.

When the Floating-point Extension is implemented, some software tools might require the following information:

Extension Single-precision arithmetic Single and double-precision
operations only arithmetic operations
FPv5 FPv5-SP-D16-M FPv5-D16-M

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

When the Floating-point Extension is implemented, software can interrogate MVFR0O, MVFR1, and MVFR2 to
discover the Floating-point features that are implemented.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.
To use the Floating-point Extension, software must enable access to CP10, by writing to CPACR.CP10.
Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

The value of CPACR.CP11 is UNKNOWN if it is not programmed to the same value as CPACR.CP10.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.
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See also:
B7.1 System address map on page 252.
B4.2 About the Floating-point Status and Control Registers on page 164.

B4.3 Registers for Floating-point data processing, S0-S31, or DO-D15 on page 165.
B4.8 The Flush-to-zero mode on page 171.

B4.9 The Default NaN mode, and NaN handling on page 173.

B4.6 Floating-point encoding formats, half-precision, single-precision, and double-precision on page 168.
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B4.2 About the Floating-point Status and Control Registers
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For implementations of the Armv8.1-M architecture, FPCXT and VPR provide additional controls.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - FP.

The register map of the coprocessor System register space is as follows.

Location Register Information
0b0001 FPSCR.{N,Z,C,V} Access to flags

All locations that are not explicitly listed in this table are reserved, and accesses to these locations result in
UNPREDICTABLE behavior.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

The register map of the coprocessor System register space is as follows.

Location Register Information

0b0001 FPSCR.{N,Z,C,V} Access to flags

0b0010 FPSCR.{N,Z,C,V,QC} Access to flags, including MVE saturation flag
0b1100 VPR Privileged access to this register only

0b1101 VPR.PRO Access to PO field

0b1110 FPCXT_NS Saves and restores the Non-secure FP context
0b1111 FPCXT_S Saves and restores the Secure FP context

All locations that are not explicitly listed in this table are reserved, and accesses to these locations result in
UNPREDICTABLE behavior.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - FP || MVE.
Software can use VMRS and VMSR instructions to access the Floating-point Status and Control registers.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

Software can use VMRS, VMSR VLDR (System Register),and VSTR (System Register) instructions
to access FPCXT, VPR, and the Floating-point Status and Control registers.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - FP || MVE.

Accesses to the FPCXT will behave as NOPs unless both MVE and Floating-point extension are implemented.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - FP || MVE.

Accesses to the FPCXT are UNDEFINED from the Non-secure state.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - FP && MVE
&& S.

Execution of Floating-point instructions that generate Floating-point exceptions update the appropriate status fields
of FPSCR.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

See also:

B3.36 Coprocessor support on page 155.

B4.1 The optional Floating-point Extension, FPv5 on page 162.
FPSCR, Floating Point Status and Control Register.
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B4.3 Registers for Floating-point data processing, S0-S31, or D0-D15

Rrwcs The registers that FPv5 adds for Floating-point processing are visible as either:

¢ 32 single-precision registers, SO-S31.
* 16 double-precision registers, DO-D15.

These map as follows:

S0-S31 D0-D15

so |

— po —
st | 0
S2 o
ss |
S4
ss |
S6
s - D3 —|
S28 L D14 —|
sz |
S30

- D15 —|
st |

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP || MVE. Note,
MVE only available in an Armv8.1-M implementation.

Rywo After a Warm reset, the values of SO0-S31 or DO-D15 are UNKNOWN.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP || MVE. Note,
MVE only available in an Armv8.1-M implementation.

See also:
B4.1 The optional Floating-point Extension, FPv5 on page 162.
B3.18 Exception handling on page 104.
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B4.4 Floating-point standards and terminology

I ynv There are two editions of the IEEE 754 standard:

* IEEE 754-1985.
» IEEE 754-2008.

In this manual, references to IEEE 754 that do not include the year apply to either edition.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

Tmors The Floating-point terminology that this manual uses differs from that used in IEEE 754-2008 as follows:
This manual IEEE 754-2008
Normalized Normal
Denormal, or denormalized Subnormal
Round towards Minus Infinity (RM) roundTowardsNegative
Round towards Plus Infinity (RP) roundTowardsPositive
Round towards Zero (RZ) roundTowardZero
Round to Nearest (RN) roundTiesToEven
Round to Nearest with Ties to Away roundTiesToAway
Rounding mode Rounding-direction attribute

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

Ipeen The following is called Arm standard Floating-point operation:
* IEEE 754-2008 plus the following configuration:

Flush-to-zero mode enabled.

Default NaN mode enabled.

Round to Nearest mode selected.

Alternative half-precision interpretation not selected.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.
Pl ) .

See also:

IEEE 754-2008, IEEE Standard for Floating-point Arithmetic, August 2008.
B4.8 The Flush-to-zero mode on page 171.

B4.9 The Default NaN mode, and NaN handling on page 173.

B4.6 Floating-point encoding formats, half-precision, single-precision, and double-precision on page 168.
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B4.5 Floating-point data representable

Rruxc FPv5 supports the following, as defined by IEEE 754:

¢ Normalized numbers.

¢ Denormalized numbers.

e Zeros, +0 and -0.

¢ Infinities, +00 and —oo.

* NaNs, signaling NaNs and quiet NaN.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

See also:
B4.4 Floating-point standards and terminology on page 166.
IEEE 754-2008, IEEE Standard for Floating-point Arithmetic, August 2008.

B4.6 Floating-point encoding formats, half-precision, single-precision, and double-precision on page 168.
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B4.6 Floating-point encoding formats, half-precision, single-precision, and

double-precision
Rruxs The half-precision, single-precision, and double-precision encoding formats are those defined by IEEE 754-2008,
in addition to an alternative half-precision format.
Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.
Ircra The half-precision encoding format is:
1514 10 9
S exponent fraction
L sign bit
Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.
Icusp The single-precision encoding format is:
3130 2322
S exponent fraction
L sign bit
Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.
Irviv The double-precision encoding format is:
6362 . 5251 . 32 31 .
S exponent fraction
L Sign bit
Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.
Rrwrw The interpretations of the half-precision, single-precision, and double-precision encoding formats are as follows.
Half-precision
There are two interpretations of the half-precision encoding formats:
* The interpretation that is defined by IEEE 754-2008.
* An alternative half-precision interpretation, indicated by FPSCR.AHP.
Single-precision
The interpretation that is defined by IEEE 754-2008.
Double-precision
DDI0553B.1 Copyright © 2015 - 2020 Arm Limited or its affiliates. All rights reserved. 168

1D30062020 Non-confidential



Chapter B4. Floating-point Support
B4.6. Floating-point encoding formats, half-precision, single-precision, and double-precision

RDPHH

RPKXD

DDI0553B.1
1D30062020

The interpretation that is defined by IEEE 754-2008. See the following table:

E T S T Value

(biased (trailing (sign bit) [51]

exponent) significand)

Zero for all formats. Nonzero - - A denormalized
number.

- Zero 0 - Zero, +0

- - 1 - Zero, -0

Zero < E < 0x1F, if one of - - - A normalized

the half precision formats. number.

Zero < E < OxFF, if single-precision format. - - - -
Zero < E < 0x7FF, if double-precision format. - - - -

O0x1F, if half-precision format, Nonzero - 0 A signaling
IEEE interpretation. NaN

OxFF, if single-precision format. - - 1 A quiet NaN
0x7FF, if double-precision format. Zero 0 - Infinity,+o00

- Zero 1 - Infinity,—oo
0x1F, if half-precision, - - - A normalized
alternative half-precision number.

interpretation.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

The value of a normalized number is equal to:
Half-precision: (—1)% x 2(F=15) x (1.T")
Single-precision: (—1)% x 2(F=127) » (1.T")
Double-precision: (—1)% x 2(£=1023) » (1.7)
The value of a denormalized number is equal to:
Half-precision: (—1) x 2714 x (0.T)
Single-precision: (—1)% x 27126 x (0.7)
Double-precision: (—1)° x 271922 x (0.7)

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

Denormalized numbers can be flushed to zero. FPv5 provides a Flush-to-zero mode.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

See also:
IEEE 754-2008, IEEE Standard for Floating-point Arithmetic, August 2008.
B4.5 Floating-point data representable on page 167.
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B4.7 The IEEE 754 Floating-point exceptions

Rpcer The IEEE 754 Floating-point exceptions are:
Invalid Operation: This exception is as IEEE 754-2008 (7.2) describes.
Division by zero: This exception is as IEEE 754-2008 (7.3) describes, with the following assumption:
* For the reciprocal and reciprocal square root estimate functions the dividend is assumed to be +1.0.
Overflow: This exception is as IEEE 754-2008 (7.4) describes.
Underflow: This exception is as IEEE 754-2008 (7.5) describes, with the additional clarification that:
* Assessing whether a result is tiny and nonzero is done before rounding.
Inexact: This exception is as IEEE 754-2008 (7.6) describes.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

Iicus The criteria for the Underflow exception to be generated are different in Flush-to-zero mode.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

InFuK The corresponding status flags for the IEEE 754 Floating-point exceptions are FPSCR.{IOC, DZC, OFC, UFC,
IXC}.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

See also:
IEEE 754-2008, IEEE Standard for Floating-point Arithmetic, August 2008.
B4.8 The Flush-to-zero mode on page 171.
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B4.8 The Flush-to-zero mode
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Software can enable Flush-to-zero mode by setting FPSCR.FZ to 1.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

Using Flush-to-zero mode is a deviation from IEEE 754.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

Half-precision Floating-point numbers are exempt from Flush-to-zero mode.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

In an Armv8.1-M implementation Half-precision Floating-point numbers are subject to Flush-to-zero mode.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - FP.

When Flush-to-zero mode is enabled, all single-precision denormalized inputs and double-precision denormalized
inputs to Floating-point operations are treated as though they are zero, that is they are flushed to zero.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.
In an Armv8.1-M implementation when Flush-to-zero mode is enabled, all half-precision denormalized inputs to
Floating-point operations are treated as though they are zero, that is they are flushed to zero.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - FP.

When an input to a Floating-point operation is flushed to zero, the PE generates an Input Denormal exception.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

Input Denormal exceptions are only generated in Flush-to-zero mode.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

When Flush-to-zero mode is enabled, the sequence of events for an input to a Floating-point operation is:

1. Flush to Zero processing takes place. If appropriate, the input is flushed to zero and the PE generates an Input
Denormal exception.
2. Tests for the generation of any other Floating-point exceptions are done after Flush to Zero processing.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

When Flush-to-zero mode is enabled, the result of a Floating-point operation is treated as if it is zero if, before
rounding, it satisfies the condition:

0 < Abs (result) < MinNorm, where:

» MinNorm is 27'2% for single-precision.
» MinNorm is 271922 for double-precision.

The result is said to be flushed to zero.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

When the result of a Floating-point operation is flushed to zero, the PE generates an Underflow exception.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

In Flush-to-zero mode, the PE generates Underflow exceptions only when a result is flushed to zero. This uses
different criteria than when Flush-to-zero mode is disabled.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.
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When a Floating-point number is flushed to zero, the sign is preserved. That is, the sign bit of the zero matches the
sign bit of the number being flushed to zero.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M && FP.

The PE does not generate an Inexact exception when a Floating-point number is flushed to zero.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

The corresponding status flag for the Input Denormal exception is FPSCR.IDC.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

B4.8.1 The Flush to zero mode half-precision calculations
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Applies to an implementation of the architecture from Armv8.1-M onwards.

In an Armv8.1-M implementation Flush-to-zero mode mode is extended to include half-precision calculations.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - FP. Note, !8.0.

Software can enable Flush-to-zero mode for half-precision calculations by setting FPSCR.FZ16 to 1.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - FP. Note, !8.0.
‘When Flush-to-zero mode is enabled, the result of a Floating-point operation is treated as if it is zero if, before
rounding, it satisfies the condition:

0 < Abs (result) < MinNorm, where:

+ MinNorm is 2~ '* for half-precision.
» MinNorm is 2712 for single-precision.
» MinNorm is 27'%22 for double-precision.

The result is said to be flushed to zero.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - FP. Note, !8.0.

The Effective value of FPSCR.FZ16 is zero when converting real values and integers from one Floating-point
format to another.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - FP. Note, !8.0.

When Flush-to-zero mode is enabled for half-precision Floating-point and a half-precision Floating-point number
is flushed to zero an Input Denormal Floating-point exception will not be generated.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - FP. Note, !8.0.

See also:

B4.7 The IEEE 754 Floating-point exceptions on page 170.
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B4.9 The Default NaN mode, and NaN handling
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Software can enable Default NaN mode by setting FPSCR.DN to 1.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

Using Default NaN mode is a deviation from IEEE 754.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

When Default NaN mode is enabled, the Default NaN is the result of both:

 All Floating-point operations that produce an untrapped Invalid Operation exception.
 All Floating-point operations whose inputs include at least one quiet NaN but no signaling NaNs.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

IEEE 754 specifies that:
* An operation that produces an untrapped Invalid Operation exception returns a quiet NaN as its result.
When Default NaN mode is disabled, behavior complies with this and adds:

« If the Invalid Operation exception was generated because one of the inputs to the operation was a signaling
NaN, the quiet NaN result is equal to the first signaling NaN input with its most significant bit set to 1.
* The quiet NaN result is the Default NaN otherwise.

The first signaling NaN input means the first argument, in the left-to-right ordering of arguments, that is passed to
the pseudocode function describing the operation.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

IEEE 754 specifies that:

* An operation using a Quiet NaN as an input, but no signaling NaNs as inputs, returns one of its quiet NaN
inputs as its result.

When Default NaN mode is disabled, behavior complies with this and adds:
* The Quiet NaN result is the first Quiet NaN input.

The first quiet NaN input means the first argument, in the left-to-right ordering of arguments, that is passed to the
pseudocode function describing the operation.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

Depending on the Floating-point operation, the exact value of a Quiet NaN result might differ in both sign and the
number of T bits from its source.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

See also:
B4.10 The Default NaN on page 174.

B4.6 Floating-point encoding formats, half-precision, single-precision, and double-precision on page 168.
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The Default NaN is:
Field Half-precision, Single-precision Double-precision
IEEE 754-2008 interpretation
S 0 0 0
E Ox1F OxXFF 0x7FF
T bit[9] == 1, bits[8:0] == 0 bit[22] == 1, bits[21:0] == 0  bit[51] == 1, bits[50:0] == 0

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

See also:

B4.6 Floating-point encoding formats, half-precision, single-precision, and double-precision on page 168.

B4.9 The Default NaN mode, and NaN handling on page 173.
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B4.11 Combinations of Floating-point exceptions

Igrrn In compliance with IEEE 754:

* An Inexact Floating-point exception can occur with an Overflow Floating-point exception.
* An Inexact Floating-point exception can occur with an Underflow Floating-point exception.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.
Rrrvu An Input Denormal exception can occur with other Floating-point exceptions.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.

See also:
B4.7 The IEEE 754 Floating-point exceptions on page 170.
B4.8 The Flush-to-zero mode on page 171.
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B4.12 Priority of Floating-point exceptions relative to other Floating-point ex-
ceptions

Some Floating-point instructions specify more than one Floating-point operation. In these cases, an exception on

RPLHJ
one operation is higher priority than an exception on another operation when generation of the second exception
depends on the result of the first operation. Otherwise, it is UNPREDICTABLE which exception is higher priority.
Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - FP.
See also:
B4.7 The IEEE 754 Floating-point exceptions on page 170.
DDI0553B.1 Copyright © 2015 - 2020 Arm Limited or its affiliates. All rights reserved. 176

1D30062020 Non-confidential



Chapter B5
Vector Extension

This chapter specifies the optional Armv8.1-M Vector Extension rules. It contains the following sections:
B5.1 Vector Extension operation on page 178.

B5.2 Vector register file on page 179.

B5.3 Lanes on page 180.

B5.4 Beats on page 181.

B5.5 Exception state on page 183.

B5.6 Predication/conditional execution on page 187.

B5.7 MVE interleaving/de-interleaving loads and stores on page 194.

Applies to an implementation of the architecture from Armv8.1-M onwards.
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B5.1 Vector Extension operation
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MVE-I operates on 32-bit, 16-bit, and 8-bit data types, including Q7, Q15, Q31 integer values.
MVE-F operates on half-precision and single-precision floating-point values.

Applies to an implementation of the architecture from Armv8.1-M onwards.

Vector instructions operate on a fixed vector width of 128 bits.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

Integer MVE instructions can be implemented with or without the scalar Floating-point Extension.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE-1.

An implementation that includes MVE also includes the DSP Extension.

Applies to an implementation of the architecture from Armv8.1-M onwards.

Vector operations are divided in two orthogonal ways:

¢ Lanes.
¢ Beats.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

The word Element is used in this specification to refer to the data that is put into a lane.

Applies to an implementation of the architecture from Armv8.1-M onwards.

Multiple lanes can be executed per beat. There are four beats per vector instruction.
Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.
The pseudocode for each vector instruction is executed four times, one time for each beat. The

GetCurInstrBeat () function returns the current beat number and predication details. These deter-
mine which of the lanes are operated on during the current execution of the code.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.
Multiple Element writes that are generated by the same vector store instruction by the same observer can be

observed in any order, with the exception that writes to the same location by different Elements are observed in
order of increasing vector element number.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

Some instructions permit the use of a zero register (ZR) as a scalar source operand, as indicated in the individual
instruction descriptions. ZR is encoded as the value 0b1111 when a 4-bit register specifier is used. ZR is RAZ/WL.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

See also:

B3.28 Low overhead loops on page 133.
B3.18 Exception handling on page 104.
B5.2 Vector register file on page 179.
B5.3 Lanes on page 180.

B5.4 Beats on page 181.
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B5.2 Vector register file

Rgpyn MVE defines eight vector registers that alias onto the Floating-point Extension register file.

Q[0][127:96] S3, Q[0][95:64] S2, Q[0][63:32] S1, Q[0][31:0] SO
Q[11[127:96] = S7, Q[1]1[95:64] = S6, Q[1]1[63:32] = S5, Q[1]1[31:0] = sS4

Q[7][127:96]

S31, Q[7][95:64] = S30, Q[7][63:32] = 529, Q[7][31:0] = S28

These registers map as follows:

S0-831 D0-D15 Q0-Q7

soc | 1 1
S1

,,,,,, I QO JE—
S2 o - ]
ss | - 1
S4
S5

,,,,,, I Q1 JE—
S6 b3 R ]
s | = 1
S28 - D14 — - —
S29

,,,,,, - Q7 —
S30 o5 - ]
st | [ - 1

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

Rpppv If CP10 is enabled, access to vector register 0-7 is permitted, unless otherwise stated in the individual instruction
descriptions.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

Inrrp To reduce pressure on the vector register file, many vector instructions can use scalar arguments from the general-
purpose register file.

Applies to an implementation of the architecture from Armv8.1-M onwards.

Iywpz After a Warm reset, the values of Q0-Q7 are UNKNOWN.

Applies to an implementation of the architecture from Armv8.1-M onwards.

See also:

C1.4 Instruction set encoding information on page 442.
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B5.3 Lanes

Rpwvp The lane width of the operation to be performed is specified by the instruction that is being executed.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

Rosec The permitted lane widths, and lane operations per beat, are:

 For a 64-bit lane size, a beat performs half of the lane operation.
 For a 32-bit lane size, a beat performs a one lane operation.

* For a 16-bit lane size, a beat performs a two lane operations.

* For an 8-bit lane size, a beat performs a four lane operations.

_ Bit]157 96 | 95 64 | 63 32 | 31 0
positions

A) 15|14 | 13| 12 |11 |10 | 9 8 7 6 5 4 3 2 1 0

B) 7 6 5 4 3 2 1 0

C) 3 2 1 0

D) 1 0

A) 8-bit lane numbers
B) 16-bit lane numbers

C) 32-bit lane numbers
D) 64-bit lane numbers

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

See also:

Chapter C2, Instruction specification
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B5.4 Beats

Iyyzp A vector instruction executes beats sequentially, from beat 0-3.
Bit position [127 96| 95 64|63 32|31 0
Beat number 3 2 1 0

Applies to an implementation of the architecture from Armv8.1-M onwards.
Ipces The number of beats for each tick describes how much of the architectural state is updated for each Architecture
tick in the common case. In a trivial implementation, an Architecture tick might be one clock cycle:

* In a single-beat system, one beat might occur for each tick.
¢ In a dual-beat system, two beats might occur for each tick.
* In a quad-beat system, four beats might complete for each tick.

Applies to an implementation of the architecture from Armv8.1-M onwards.

Ryrzn It is IMPLEMENTATION DEFINED how many beats are executed for each Architecture tick.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

Iwwsas The number of beats per tick might change at runtime and is not required to be constant.

Applies to an implementation of the architecture from Armv8.1-M onwards.

Rysup Multiple faults might occur within a single Architecture tick. In this case, only one fault is raised. The fault that is
generated is determined using the following priorities:

¢ The fault from the oldest instruction takes priority.
* If multiple faults are associated with the oldest faulting instruction, the fault that was generated by the lowest
numbered Element takes priority.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.
Tinxs An exception can be taken on any beat of a vector instruction. RETPSR.ECI in the exception stack frame stores

information about how many beats of the instruction at the return address and how many beats of the subsequent
instruction have been executed.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

Izpkx A dual-beat overlap system implies that the last two beats of a vector instruction can overlap with the first two
beats of the next vector instruction.

Applies to an implementation of the architecture from Armv8.1-M onwards.
Ienes The following is an example of a dual-beat system where two beats are executed per Architecture tick. The figure
labels are:
Tick Architecture tick.
A0-A3 Beats of the VLDRW instruction.
B0-B3 Beats of the vMUL instruction.

C0-C3 Beats of the VSHR instruction.
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T . Tick + o + 1 + 2 + 3 | 4 | 5
Vector instructions not overlapping 3 | | | | |

VLDRW.U32 Q1, [RO],#16 AO|AL|A2|A3

VMUL.I32 QO0, 01, Q2 | | B0[B1[B2[B3
VSHR.U32 Q0, Q0, #1 ‘ ‘

co|ci|cz|c3

Vector instructions overlapping

VLDRW.U32 Q1, [RO],#16 A0 [A1|A2|A3

VMUL.I32 0Q0, Q1, Q2 3 BO|(B1|B2|B3
VSHR.U32 Q0, QO0, #1 | colcilczlcs

EPSR.ECI explains how beats are captured in the ECI field.

Applies to an implementation of the architecture from Armv8.1-M onwards.

The PE can resume execution of an exception continuable instruction from any valid ECI value, even if the PE
cannot generate all the ECI values.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

Instructions that are subject to beat-wise execution can only overlap if they are consecutive in the execution order.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

The architecturally visible overlap of instructions is only permitted for instructions subject to beat-wise execution
if:

* The overlap does not violate data dependencies between instruction beats.

* The overlap is not between two instructions subject to beat-wise execution that both access memory.

* In a low overhead loop, the overlap does not violate LR hazard.

* The overlap is not between an instruction before a BF branch point and the instruction at the target of the BF.

e An implicit LE, LETP instruction is executed at the end of a loop body when LO_BRANCH_INFO is
valid and the instruction after the implicit LE, LETP instruction in execution order is subject to beat-wise
execution.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

Vector instructions are permitted to overlap if the data dependency is at beat granularity and not at instruction
granularity.

Applies to an implementation of the architecture from Armv8.1-M onwards.

After each Architecture tick, the architectural instruction overlap is representable by a valid EPSR.ECI value.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

See also:

B5.6.1 Loop tail predication on page 187.
B3.29 Branch future on page 138.

B5.5 Exception state on page 183.

Chapter C2, Instruction specification.

Copyright © 2015 - 2020 Arm Limited or its affiliates. All rights reserved. 182
Non-confidential



Chapter B5. Vector Extension
B5.5. Exception state

B5.5 Exception state
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The architecture supports taking exceptions in the middle of multiple partially executed exception continuable
instructions.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

LR is updated when LOB handling causes the PC to return to the start of the loop. The PC is only updated when
all beats of an instruction have completed.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

For exceptions that occur in the middle of a beat-wise vector exception continuable instruction that is executing:

* The exception return address points to the oldest incomplete instruction.
* RETPSR.ECI in the exception stack frame stores information about how many beats of the instruction at the
return address, and how many beats of the subsequent instruction, have already been executed.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.
When returning from an exception, valid RETPSR.ECI values indicate the completed instruction beats.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

The existing exception stack frame format is modified to store the VPR register in the previously reserved location
above FPSCR.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.
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SP offset
Without ~ With
callee callee

registers  registers

<— Original SP, 8 byte aligned
0xA4 0xCC S31 )
0xAO 0xC8 S30
0x9C 0xC4 S29
0x98 0xCO S28
0x94 0xBC S27
0x90 0xB8 S26
0x8C 0xB4 S25
0x88 0xBO S24 Floating-point
0x84 0xAC S23 callee saved
0x80 0xA8 S22
0x7C 0xA4 S21
0x78 0xAO S20
0x74 0x9C S19
0x70 0x98 S18
0x6C 0x94 S17
0x68 0x90 S16 D
0x64 0x8C VPR
0x60 0x88 FPSCR
0x5C 0x84 S15
0x58 0x80 S14
0x54 0x7C S13
0x50 0x78 S12
0x4C 0x74 S11
0x48 0x70 S10
0x44 0x6C S9 Floating-point
0x40 0x68 S8 caller saved
0x3C 0x64 S7
0x38 0x60 S6
0x34 0x5C S5
0x3D 0x58 S4
0x2C 0x54 S3
0x28 0x50 S2
0x24 0x4C S1
0x20 0x48 S0 )
Applies to an implementation of the architecture from Armv8.1-M onwards.
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SP offset
Without With
callee callee
registers  registers
0x1C 0x44 RETSPR N
0x18 0x40 ReturnAddress
0x14 0x3C LR (R14)
0x10 0x38 R12 Integer caller
0x0C 0x34 R3 saved
0x08 0x30 New SP R2
0x04 0x2C nho caller registers R1
0x00 0x28 8 byte aligned RO 2
0x24 R11
0x20 R10
0x1C R9
0x18 R8
R7
Ox14 R6 Integer callee
0x10 saved
0x0C R5
0x08 New SP R4
0x04 Wwith callee registers Reserved
0ox00 8bytealigned Integrity sig | _J

Applies to an implementation of the architecture from Armv8.1-M onwards.

In EPSR, XPSR, and RETPSR, the ECI and ICI fields, and ITSTATE overlap.

Applies to an implementation of the architecture from Armv8.1-M onwards.

The PE does not generate an INVSTATE Usage fault if a nonzero value in EPSR.ICI corresponds to a valid value
in EPSR.ECI, and the instruction that is being executed is:

* A vector instruction that is subject to beat-wise execution.
e An LE, LETP instruction.
* An FPB generated breakpoint or a BKP T instruction.

The execution of the breakpoint or LE instruction does not advance any of the register fields that are used for
instruction beat execution tracking.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE. Note, FPB
requires FPB.
The architecture tracks the completion of beats within vector instructions. Because the Element size can be smaller

than the beat size, it is possible that an exception might be generated for a beat that has only partially completed.

Applies to an implementation of the architecture from Armv8.1-M onwards.
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If execution of a beat is abandoned, then:

¢ RETPSR.ECI only indicates that a beat is completed if all the Elements that are associated with the beat have
been completed.

« If the destination register is not the same as the source register for an abandoned instruction, the parts of
a vector destination register that are associated with an abandoned beat, and all subsequent beats of the
abandoned instruction, are set to an UNKNOWN value.

* Any scalar destination registers, the VPR state, and the FPSCR.QC flag record all the architecture state
updates that are associated with the fully completed beats. Updates that are associated with the abandoned
beat and all subsequent beats of the instruction are not recorded.

Partial stores to locations that might be accessed by the abandoned beat and all subsequent beats might be observed.
Loads to locations of the abandoned beats and all subsequent beats might be observed.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

The return address for the instruction fetch fault, an UNDEFINSTR Fault, or a NOCP Usage fault is always
the address of the instruction that triggered the fault. The fault is taken after all the preceding instructions have
completed.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

If an exception is taken during the execution of overlapping beat-wise executable instructions, this might become
architecturally visible.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

Architecture state updates that are associated with an Architecture tick are observed as one of the following:

* All updates to the architecture state are observable.
* Partial updates to the architecture states (both to the registers and to memory) are permitted for instructions
that can be restarted without data corruption.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

Vector load or store instructions, that might be abandoned and subsequently restart the execution of a beat, might
cause multiple accesses to the same memory location to be performed.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.
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MVE includes predication that enables the independent masking of each lane within a vector operation. It supports
the following predication mechanisms:

* Loop tail predication. This eliminates the requirement for special vector tail handling code after loops where
the number of Elements to be processed is not a multiple of the number of Elements in the vector.

* VPT predication. This enables data-dependent conditions that are based on data value comparisons to mask
each vector lane separately.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

Loop tail predication and VPT predication operate separately. The resulting predication flags from each mechanism
are ANDed together so that a lane of a vector operation is only active if both the loop tail predication and the VPT
predication conditions are true.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

See also:

B5.6.1 Loop tail predication .

B5.6.2 VPT predication on page 188.
B5.6.3 Effects of predication on page 191.

Loop tail predication

Low overhead loops can be used with vector instructions, for example with a word-based memory copy instruction.
The number of words to copy might not be a multiple of the vector length, therefore loop tail predication can
eliminate any additional tail handling steps.

MVE includes special loop tail predication instructions, WLSTP, DLSTP, LETP, and LCTP, that operate as follows:

* The source register of the loop start instruction contains the number of vector Elements that are to be
processed, instead of the iteration count.

* The loop start instruction sets FPSCR.LTPSIZE to the requested Element size. This alters the amount by
which the Element count in LR is decremented at the end of each loop iteration.

* On the last iteration of the loop, the values in LR and FPSCR.LTPSIZE determines the number of vector
lanes that are to be masked.

 After the last instruction of the last loop iteration has been executed, tail predication is disabled by setting
FPSCR.LTPSIZE to 0b100.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.
The active floating-point state is defined by ActiveFPState ().

Applies to an implementation of the architecture from Armv8.1-M onwards.

To prevent the inadvertent creation of floating-point contexts and the predication of vector operation outside of a
loop, FPSCR.LTPSIZE behaves as follows:

* FPSCR.LTPSIZE reads as 0b100 if there is no active floating-point state.
* FPSCR.LTPSIZE is set to 0b100 if any of the following events occur:
— On the last iteration of a loop by either the execution of an LETP instruction, or by execution reaching
the end of the loop body when LO_BRANCH_INFO is valid and the floating-point context is active.
— An LCTP instruction is executed.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.
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Arm recommends that tail predicated loop start instructions are only used with a tail predicated loop end instruction.

Applies to an implementation of the architecture from Armv8.1-M onwards.

FPDSCR.LTPSIZE always reads as 0b100, and therefore the floating-point contexts that are automatically
initialized are created with predication disabled.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

The behavior of a beat-wise capable instruction that modifies LR and is within a tail predicated low overhead loop

iS CONSTRAINED UNPREDICTABLE, the permitted behaviors are either of:

* An UNDEFINSTR UsageFault is generated.
e The instruction, and any adjacent instructions that are permitted to overlap, are subject to UNKNOWN
predication.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

B5.6.2 VPT predication
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Comparison-based predication is supported by vector predication blocks.
Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.
A vector predication block is called a VPT block. A VPT block is defined as the » instructions following a VP T or

VP ST instruction, where n is the number of instructions that the VPT or VP ST instruction defines as being subject
to predication conditions. The predication conditions are stored in the VPR register. 7 is less than or equal to 4.

Applies to an implementation of the architecture from Armv8.1-M onwards.

The instructions in a VPT block can be subject to either the condition or to the inverse of the condition.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

A VCMP (vector) oraVCMP (floating—point) instruction can be placed inside a VPT block. vcmp
instructions update the predication flag on completion, therefore affecting the subsequent instructions in the VPT
block. The subsequent instructions in the VPT block are subject to the predicates of the VPT block and the updates
caused by the vCcMP instructions. The execution of successive VCMP instructions permits the creation of complex
predication conditions.

Applies to an implementation of the architecture from Armv8.1-M onwards.

Allowing instructions to be subject to either the condition or the inverse of the condition enables the instructions in
both the THEN (T decorator) and the ELSE (E decorator) parts of an IF statement to be predicated with a single
VPT instruction.

Applies to an implementation of the architecture from Armv8.1-M onwards.
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Rywer The following table shows the VP T instruction variants, mask field encodings, and the associated decorators that
are placed on the subsequent instructions.

Instruction name Mask Number of subsequent instructions <v> instruction decorator
value to be predicated First | Second | Third | Fourth

VPT 0b1000 1 T - - -
VPTT 0b0100 2 T T - -
VPTE 0b1100 2 T E - -
VPTTT 0b0010 3 T T T -
VPTTE 0b0110 3 T T E -
VPTEE 0b1010 3 T E E -
VPTET 0b1110 3 T E T -
VPTTTT 0b0001 4 T T T T
VPTTTE 0b0011 4 T T T E
VPTTEE 00101 4 T T E E
VPTTET 0b0111 4 T T E T
VPTEEE 0b1001 4 T E E E
VPTEET 0b1011 4 T E E T
VPTETT 0b1101 4 T E T T
VPTETE 0b1111 4 T E T E

The same encoding format is used for VP ST.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

Rrxxo VPR contains a MASK field for each pair of beats of a vector instruction. This permits beat-wise overlapping of
the VPT or VP ST instructions with the surrounding vector instructions.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

Rguev The state of VPR is UNKNOWN when use of a VPT block results in CONSTRAINED UNPREDICTABLE behavior.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

Rxnor The following conditions result in CONSTRAINED UNPREDICTABLE behavior when they apply to a VPT block:
* The presence of a non-VPT compatible instruction in a VPT block. This includes:

— All instructions that are not part of MVE, with the exception of BKPT.
— MVE instructions that are marked as not being VPT compatible.

* A BF branch point within a VPT block.
* Branching into a VPT block.

» Exception return or returns from Debug state if VPR.{ MASK23, MASKO1} is not consistent with the position
returned to in the VPT block.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE. Note,
Debug state requires Halting Debug.
Rpzwz The CONSTRAINED UNPREDICTABLE behavior for a VPT block is one of the following:
e The VPT or VP ST instruction generates an UNDEFINED Instruction fault.
* The instruction that causes the CONSTRAINED UNPREDICTABLE behavior does one of the following:

— It raises an UNDEFINED Instruction fault.
— It executes normally.
— It has UNKNOWN predication applied.
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Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

The CONSTRAINED UNPREDICTABLE behavior for a VPT compatible instruction executed outside a VPT block
when the VPR mask is nonzero is one of the following:

e It raises an UNDEFINED Instruction fault.
* It executes normally.
* It has UNKNOWN predication applied.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

If VPR.{MASK32, MASKO1} is nonzero, the execution of a non-VPT compatible instruction outside of a VPT
block is not UNPREDICTABLE and does not advance VPT state. The VPR state is only advanced after the
completion of a pair of beats within a vector instruction that is subject to beat-wise execution.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

In the case of an exception return or a return from Debug state, the instruction that exhibits the CONSTRAINED
UNPREDICTABLE behavior is defined as the instruction that is being returned to.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE. Note,
Debug state requires Halting debug.

For a BF branch point within a VPT block, the instruction that exhibits the CONSTRAINED UNPREDICTABLE
behavior can be one of the following:

* The instruction before the BF branch point.
* The instruction after the BF branch point.
* The instruction at the BF branch target address.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

For the purposes of the CONSTRAINED UNPREDICTABLE behavior described in this section, a memory location is
considered to be in VPT block until:

e The VPT or VP ST instruction has been removed.

e All the addresses that are covered by the VPT block have been invalidated in the instruction cache (if
implemented).

* A subsequent Context synchronization event has occurred.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

There are similarities between VPT/VPR and IT/ITSTATE, but there are also some important differences as
follows:

e Unlike IT, the VPT instruction performs the actual comparison in addition to applying the result to the
subsequent instructions. As such, VPT can be considered as the vectorized combination of cMp and IT.

* There are multiple MASK fields in VPR that handle partial instruction execution caused by exceptions during
the overlapping of instructions.

* The MASK fields are similar to ITSTATE[3:0] and encode both the number of instructions outstanding in the
current VPT block, and whether these instructions are subject to the THEN or the ELSE condition.

Applies to an implementation of the architecture from Armv8.1-M onwards.
VPR.PO contains one predication bit per 8-bit lane. The VPR mask bits cause the VPR predication bits to be
inverted if the corresponding mask bit is set to 1. The mask bits that are shifted out toggle the current predication

condition and are not part of the predication condition. The value of VPR.MASKOI affects bits[7:0] of VPR.PO
and the value of VPR.MASK?23 affects bits [15:8] of VPR.PO.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.
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The VPR predication bits are not inverted after executing the last instruction in a VPT block.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

The state in the VPR register can be accessed directly using VMRS, VMSR, VLDR (System Register),and
VSTR (System Register) instructions. Setting VPR using a VMSR or VLDR (System Register)

instruction does not make the instructions that follow VMSR or VLDR (System Register) part of a VPT
block.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

Execution of a VPT compatible instruction outside of a VPT block with a nonzero value in VPR.{MASK23,
MASKO1} results in CONSTRAINED UNPREDICTABLE behavior and does one of the following:

* It raises an UNDEFINED Instruction fault.
* It executes normally.
e It has UNKNOWN predication applied.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

See also:

Chapter C1 Instruction Set Overview on page 427.

B5.6.3 Effects of predication
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The exact effects of a false predication value are defined in the instruction pseudocode.

Applies to an implementation of the architecture from Armv8.1-M onwards.

Vector predication has no effect on scalar instructions.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

For non-load instructions for vector register file writes, predication is always performed at byte level granularity,
regardless of the Element size that is specified by the vector instruction.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

For non-load instructions, the predicate flags determine if the destination register byte is updated with the new value
or if the previous value is preserved. For load instructions, where lanes are predicated false, the corresponding
parts of the destination register are set to 0.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

For base pointer write-back, vector predication does not affect address write-back in load and store instructions.
This applies both when the address is in a scalar register, and when it is in a vector register.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

The predication flag determines whether a lane operation is performed. For Element sizes of more than 8 bits for
the types of instruction listed here, the LSB of the corresponding group of predicate flags determines:

* For vector operations that perform reduction across the vector and produce a scalar result, whether the value
is accumulated or not.

¢ For vector store instructions, whether the store occurs or not.

¢ For vector load instructions, whether the value that is loaded or whether zeros are written to that element of
the destination register.

* The setting of the FPSCR.QC saturation flags.
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For predication, 64-bit vector memory load/store operations are treated as if they were a pair of 32-bit operations.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.
[ ) .
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Icork The relation between lane width and bits in VPR.PO is as follows:

Lane width  Bits in VPR.PO
32 bits (12,8, 4,0]
16 bits [14, 12, 10,8, 6,4, 2, 0]
8 bits [15:0]
Applies to an implementation of the architecture from Armv8.1-M onwards.
See also:
B5.6.1 Loop tail predication on page 187.
B5.6.2 VPT predication on page 188.
B5.6.4 IT block
Rpzpx Instructions that are subject to beat-wise execution are not permitted in IT blocks. For the exceptions to this

rule, see the decode pseudocode in the individual instruction descriptions. In these exceptional cases, beat-wise

execution is not performed and the instruction does not overlap with other instructions.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.
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B5.7 MVE interleaving/de-interleaving loads and stores
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For implementations that include MVE, data streams can be interleaved and de-interleaved with strides of 2 and 4,

using VLD2/VLD4 and VST2/VST4.

Applies to an implementation of the architecture from Armv8.1-M onwards.

The interleaving and de-interleaving instructions always operate on 128 bits of data at a time.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

When using VLD4, each of the four instructions loads 128 bits of data, and partially updates the four destination
vector registers. The memory offsets and destination register sections that are accessed are arranged so that when

all four instructions have been executed, the de-interleaving operation has been performed.

Q3 | s15=Mem[60] S13=Mem[28] | S12=Mem[12]
VLDA41.32 {Q0-Q3}, [Rn] Q2 [s11=Mem[56] S9=Mem[24] | S8=Memj8]
VLD42.32 {Q0-Q3}, [Rn] Q1 S7=Mem[52] | S6=Mem[36] | S5=Mem[20]
VLD43.32 {Q0-Q3}, [Rn]! Qo0 S3=Mem|[48] | S2=Mem[32] | S1=Mem|[16]

Applies to an implementation of the architecture from Armv8.1-M onwards.

The assembly syntax for viL.D2/vLD4 and vST2/vST4 lists the range of vector registers to be accessed. Only the
lowest numbered register is encoded in the opcode. If this register number plus the number of registers to be

accessed is greater than 7 (the highest numbered vector register) behavior is a CONSTRAINED UNPREDICTABLE
choice of the following:

¢ The instruction is UNDEFINED.
¢ The instruction is treated as a NOP.

* One or more of the vector registers become UNKNOWN. If the instruction specifies write-back, the base
register becomes UNKNOWN. No other general-purpose registers are affected.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.
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This chapter specifies the Armv8-M memory model architecture rules. It contains the following sections:

B6.1 Memory accesses on page 197.

B6.2 Address space on page 198.

B6.3 Endianness on page 199.

B6.4 Alignment behavior on page 201.

B6.5 Atomicity on page 202.

B6.6 Concurrent modification and execution of instructions on page 204.
B6.7 Access rights on page 206.

B6.8 Observability of memory accesses on page 208.

B6.9 Completion of memory accesses on page 210.

B6.10 Ordering requirements for memory accesses on page 211.
B6.11 Ordering of implicit memory accesses on page 212.
B6.12 Ordering of explicit memory accesses on page 213.

B6.13 Memory barriers on page 214.

B6.14 Normal memory on page 219.

B6.15 Cacheability attributes on page 221.

B6.16 Device memory on page 222.

B6.17 Device memory attributes on page 224.
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B6.18 Shareability domains on page 227.
B6.19 Shareability attributes on page 229.
B6.20 Memory access restrictions on page 230.

B6.21 Mismatched memory attributes on page 231.

B6.22 Load-Exclusive and Store-Exclusive accesses to Normal memory on page 233.

B6.23 Load-Acquire and Store-Release accesses to memory on page 234.
B6.24 Caches on page 236.

B6.25 Cache identification on page 238.

B6.26 Cache visibility on page 239.

B6.27 Cache coherency on page 240.

B6.28 Cache enabling and disabling on page 241.

B6.29 Cache behavior at reset on page 242.

B6.30 Behavior of Preload Data (PLD) and Preload Instruction (PLI) instructions with caches on page 243.

B6.31 Branch predictors on page 244.
B6.32 Cache maintenance operations on page 245.
B6.33 Ordering of cache maintenance operations on page 249.

B6.34 Branch predictor maintenance operations on page 250.
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Memory accesses

The memory accesses that are referred to in describing the memory model are instruction fetches from memory
and load or store data accesses.

Applies to an implementation of the architecture from Armv8.0-M onwards.
The instruction operation uses the MemA () or MemU () helper functions. If the Main Extension is not implemented
unaligned accesses using the MemU () helper functions generate an alignment fault.

Applies to an implementation of the architecture from Armv8.0-M onwards.

A memory access is governed by:
* Whether the access is a read or a write.
* The address alignment.
¢ Data endianness.
* Memory attributes.
Applies to an implementation of the architecture from Armv8.0-M onwards.
Memory reads that are generated by MVE instructions using MemA_MVE () are allowed to access bytes that are

not explicitly accessed by the instruction if the bytes that are accessed are in a 32-byte window that is aligned to 32
bytes, and if that window contains at least one byte that is explicitly accessed by the instruction.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.
Arm recommends that software does not use vector load/store instructions with data in volatile memory.
Applies to an implementation of the architecture from Armv8.1-M onwards.

If an MVE load or store operation results in an access to the Private Peripheral Bus (PPB) address space, within

the System region of the system address map, the behavior of the accesses is CONSTRAINED UNPREDICTABLE
and is one of the following:

* It generates a Bus Fault.
* The specified access to the PPB address space is performed.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

See also:

B6.11 Ordering of implicit memory accesses on page 212.
B6.12 Ordering of explicit memory accesses on page 213.
B6.14 Normal memory on page 219.

B6.16 Device memory on page 222.

B6.20 Memory access restrictions on page 230.

B7.2 The System region of the system address map on page 253.
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The address space is a single, flat address space of 232 bytes.

Applies to an implementation of the architecture from Armv8.0-M onwards.

In the address space, byte addresses are unsigned numbers in the range 0-232-1.

Applies to an implementation of the architecture from Armv8.0-M onwards.

If an address calculation overflows or underflows the address space, it wraps around. Address calculations are
modulo 2%2.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Normal sequential execution cannot overflow the top of the address space, because the top of memory always has
the Execute Never (XN) memory attribute.

Applies to an implementation of the architecture from Armv8.0-M onwards.

One or more accesses that target or wrap around the top or bottom bytes of memory, access a sequence of words at
increasing memory addresses, effectively incrementing the address by four for each load or store. If this calculation
overflows the top of the address space, the result is UNPREDICTABLE.

Applies to an implementation of the architecture from Armv8.0-M. Note, The encodings of some instructions require M, the
encodings of some instructions require FP.
Where an exception entry or tail-chaining accesses bytes on the stack that span the top or bottom of the 32-bit

memory address space, it is IMPLEMENTATION DEFINED whether stack limit checking is applied.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:

Chapter B7 The System Address Map on page 251.
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B6.3 Endianness

Icovy In memory:
The following figures show the relationship between:
* The word at address A.
* The halfwords at addresses A and A+2.
* The bytes at addresses A, A+1, A+2, and A+3.
Data arranged in a little-endian format
31 24 23 16 15 8 7 0
Word at address A
Halfword at address A+2 Halfword at address A
Byte at address A+3 Byte at address A+2 Byte at address A+1 Byte at address A
Most significant byte T Least significant byte
Most significant bit
Least significant bit
Data arranged in a big-endian format
31 24 23 16 15 8 7 0
Word at address A
—ttt+t+++—+—+—+—+—+—+—+—+—+——+—+—+—+—+—
Halfword at address A Halfword at address A+2
Byte at address A Byte at address A+1 Byte at address A+2 Byte at address A+3
Most significant byte T Least significant byte
Most significant bit
Least significant bit
Instruction alignment and byte ordering
15 8 7 0 15 8 7 0
T32 instruction, hw1® T32 instruction, hw2"
—t—t—t——t—t——t
Byte at address A+1 Byte at address A Byte at address A+3 Byte at address A+2
a) Bits[15:0]: this is hw 1 for a T32 instruction with a 16-bit encoding
b) Bits[31:0]: this is hwl and hw?2 for a T32 instruction with a 32-bit encoding
Applies to an implementation of the architecture from Armv8.0-M onwards.
RyoL Instruction fetches are always little-endian, which means that the PE assumes a little-endian arrangement of
instructions in memory.
Applies to an implementation of the architecture from Armv8.0-M onwards.
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Runse All accesses to the Private Peripheral Bus (PPB) are always little-endian, which means that the PE assumes a
little-endian arrangement of the PPB registers.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Rorke The endianness of data accesses is IMPLEMENTATION DEFINED, as indicated by AIRCR.ENDIANNESS.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Rgpcr AIRCR.ENDIANNESS is either:

* Implemented with a static value.

* Configured by a hardware input on reset.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Rxpav Instructions that cause a memory access that crosses the PPB boundary are CONSTRAINED UNPREDICTABLE if
AIRCR.ENDIANNESS is set to 1. The permitted behavior is one of the following:

* The instruction behaves as a NOP.
* The instruction raises an UNALIGNED UsageFault.
* If the instruction that crossed the PPB boundary was a load, the value of the destination register becomes

UNKNOWN.

« If the instruction that crossed the PPB boundary was a store, the value of the memory locations accessed

becomes UNKNOWN.

Applies to an implementation of the architecture from Armv8.0-M. Note, a UsageFault requires M.

Rouwc For data accesses, the following table shows the data element size that endianness applies to, for endianness

conversion purposes.

Instruction class Instructions Element size

Load or store byte LDR{S}B{T}, LDAB, LDAEXB, STLB, STLEXB, Byte
STRB{T}, TBB, LDREXB, STREXB

Load or store halfword LDR{S}H{T}, LDAH, LDAEXH, STLH, STLEXH, Halfword
and STRH{T}, TBH, LDREXH, STREXH

Load or store word LDR{T}, LDA, LDAEX, STL, STLEX, Word
and STR{T}, LDREX, STREX, VLDR.F32, VSTR.F32

Load or store two words LDRD, STRD, VLDR.F64, VSTR.F64 Word

Load or store multiple words LDM{IA,DB}, STM{IA, DB} Word

PUSH (multiple registers)

POP (multiple registers), LDC, STC, VLDM
VSTM, VPUSH, VPOP, BLX, BLXNS, BX, BXNS
VLLDM, VLSTM

Applies to an implementation of the architecture from Armv8.0-M onwards.

Rxnvs The following instructions change the endianness of data that is loaded or stored:

¢ REV

Reverse word (four bytes) register, for transforming 32-bit representations.

¢ REVSH

Reverse halfword and sign extend, for transforming signed 16-bit representations.

* REV16

Reverse packed halfwords in a register for transforming unsigned 16-bit representations.

Applies to an implementation of the architecture from Armv8.0-M onwards.
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B6.4 Alignment behavior

Rrixev All instruction fetches are halfword-aligned.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Rroca The following are unaligned data accesses that always generate an alignment fault:

* Non halfword-aligned LDAH, LDREXH, LDAEXH, STLH, STLEXH, and STREXH.

e Non word-aligned LDREX, LDAEX, STLEX, STREX, LDRD, LDMIA, LDMDB, POP (multiple
registers), LDC, VLDR, VLDM, VPOP, LDA, STL, STMIA, STMDB, PUSH (mulitple
registers), STC, VSTR, VSTM, VPUSG, VLLDM, and VLSTM.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Runcm If CCR.UNALIGN_TRP is set to 1, the following are unaligned data accesses that generate an alignment fault:

* Non halfword-aligned LDR{S}H{T}, and STRH{T}.
* Non halfword-aligned TBH.
* Non word-aligned LDR{T}, and STR{T}.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Rires Unaligned accesses are only supported if the Main Extension is implemented.
Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.
Rucvx Accesses to Device memory are always aligned.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Rpzrr If the Main Extension is not implemented, unaligned accesses generate an alignment HardFault.
Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - 'M.
Rgrnps Alignment faults are synchronous and generate an UNALIGNED UsageFault.
Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.

Ranex The CONSTRAINED UNPREDICTABLE behavior of unaligned loads and stores is one of the following:

* Generate an UNALIGNED UsageFault.
» Perform the specified load or store to the unaligned memory location.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.
Ripvp Unaligned loads and stores perform the specified load and store to the unaligned memory location.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:
B6.14 Normal memory on page 219.
B6.16 Device memory on page 222.
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B6.5 Atomicity

B6.5.1 Single-copy atomicity
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Store operations are single-copy atomic if, when they overlap bytes in memory:
1. All of the writes from one of the stores are inserted into the coherence order of each overlapping byte.
2. All of the writes from another of the stores are inserted into the coherence order of each overlapping byte.
3. Step 2 repeats, for each single-copy store atomic operation that overlaps.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The following data accesses are single-copy atomic:

* All byte accesses.
* All halfword accesses to halfword-aligned locations.
* All word accesses to word-aligned locations.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Instruction fetches are single-copy atomic at halfword granularity.

Applies to an implementation of the architecture from Armv8.0-M onwards.
For instructions that access a sequence of word-aligned words, each word access is single-copy atomic.
Applies to an implementation of the architecture from Armv8.0-M onwards.

For instructions that access a sequence of word-aligned words, the architecture does not require two or more
subsequent word accesses to be single-copy atomic.

Applies to an implementation of the architecture from Armv8.0-M onwards.

B6.5.2 Multi-copy atomicity

IgcHk

Reaep

RLBGB

RWHJ R

DDI0553B.1
1D30062020

In a multiprocessing environment, writes to memory are multi-copy atomic if all of the following are true:

* All writes to the same location are observed in the same order by all observers, although some of the observers
might not observe all of the writes.

¢ A read of a location does not return the value of a write to that location until all observers have observed that
write.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Writes to Normal memory are not required to be multi-copy atomic.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Writes to Device memory with the Gathering attribute are not required to be multi-copy atomic.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Writes to Device memory with the non-Gathering attribute that is single-copy atomic are also multi-copy atomic.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:

B6.16 Device memory on page 222.
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B6.14 Normal memory on page 219.

B6.23 Load-Acquire and Store-Release accesses to memory on page 234.
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B6.6 Concurrent modification and execution of instructions
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The Armv8 architecture limits the set of instructions that can be executed by one thread of execution as they are
being modified by another thread of execution without requiring explicit synchronization.

Applies to an implementation of the architecture from Armv8.0-M onwards.
Unless otherwise stated, concurrent modification and execution of instructions results in a CONSTRAINED UNPRE-

DICTABLE choice of any behavior that can be achieved by executing any sequence of instructions from the same
Security state or the same Privilege level.

Applies to an implementation of the architecture from Armv8.0-M onwards.

For instructions that can be concurrently modified, the PE executes either:

* The original instruction.
* The modified instruction.

Applies to an implementation of the architecture from Armv8.0-M onwards.

A 16-bit instruction can be concurrently modified, where the 16-bit instruction before modification and the 16-bit
modification is any of the following:

e B.

e BX.

e BLX.
¢ BKPT.
* NOP.
e SVC.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The hw1 of a 32-bit BL immediate instruction can be concurrently modified to the most significant halfword of
another BL immediate instruction.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The hw1 of a 32-bit BL. immediate instruction can be concurrently modified to a 16-bit B, BLX, BKPT, or SVC
instruction. This modification also works in reverse.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The hw?2 of a 32-bit BL immediate instruction can be concurrently modified to the hw2 of another BL instruction
with a different immediate.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The hw2, of a 32-bit B immediate instruction with a condition field can be concurrently modified to the hw2 of
another 32-bit B immediate instruction with a condition field with a different immediate.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The hw?2 of a 32-bit B immediate instruction without a condition field can be concurrently modified to the hw2 of
another 32-bit B immediate instruction without a condition field.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:
B6.3 Endianness on page 199.

B.
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BL.

BLX, BLXNS.
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B6.7 Access rights

Ry1mn An instruction fetch or memory access is subject to the following checks in the following order:

1. Alignment.

2. SAU or IDAU, or both.
3. MPU.

4. BusFault IBUSERR).

Applies to an implementation of the architecture from Armv8.0-M onwards.

Rrogs An exception is generated, instead of normal execution of the fetching and decoding process, if one of the following
occurs.

Priority Fault type Cause

Highest One of the following SecureFaults: AU violation
e INVEP
¢ INVTRAN

i The following MemManage fault: MPU violation
* TACCVIOL

J The following BusFault: System fault
* IBUSERR

1 One of the following: FPB hit

* DebugMonitor exception
* Halted Debug Entry

i3 The following SecureFault: SG check
* INVEP

K The following UsageFault: T32 state check
* INVSTATE

Lowest One of the following UsageFaults: Undefined instruction
¢ UNDEFINSTR
* NOCP

Applies to an implementation of the architecture from Armv8.0-M. Note, a Secure fault requires S, a MemManage fault requires
M & & MPU, a Halted Debug Entry fault can only occur if Halting Debug is implemented, a DebugMonitor exception require
DebugMonitor, UsageFault and BusFault require M, HardFault when !M.

Rxeng If a memory access fails its alignment check, the fetch is not presented to the SAU.
Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S.

Rspmg If an instruction fetch or memory access fails its AU check, the fetch is not presented to the relevant MPU for
comparison.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - S && MPU.

Rrrrn If an instruction fetch or memory access fails its MPU check, it is not issued to the memory system.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - MPU.
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See also:
B3.9 Exception numbers and exception priority numbers on page 82.

Chapter B9 The Armv8-M Protected Memory System Architecture on page 267.
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B6.8 Observability of memory accesses
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For a PE, the following mechanisms are treated as independent observers:

* The mechanism that performs reads from or writes to memory.
* The mechanism that causes an instruction cache to be filled from memory or that fetches instructions to be
executed directly from memory. These accesses are treated as reads.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The set of observers that can observe a memory access is not defined by the PE architecture, unless otherwise
specified.

Applies to an implementation of the architecture from Armv8.0-M onwards.

In the context of observability, subsequent means whichever of the following descriptions is appropriate:

 After the point in time where the location is observed by the observer.
* After the point in time where the location is globally observed.

Applies to an implementation of the architecture from Armv8.0-M onwards.

A write to a location in memory is observed by an observer when:

* A subsequent read of the location by the same observer would return the value that was written by the
observed write or written by a write to that location by any observer that is sequenced in the coherence order
of the location after the observed write.

* A subsequent write of the location by the same observer would be sequenced in the coherence order of the
location after the observed write.

Applies to an implementation of the architecture from Armv8.0-M onwards.

A write to a location in memory is globally observed for a Shareability domain or set of observers when:

* A subsequent read of the location by any observer in that Shareability domain that is capable of observing
the write would return the value that is written by the globally observed write or by a write to that location by
any observer that is sequenced in the coherence order of the location after the globally observed write.

* A subsequent write to the location by any observer in that Shareability domain would be sequenced in the
coherence order of the location after the globally observed write.

Applies to an implementation of the architecture from Armv8.0-M onwards.

For Device-nGnRnE memory, a read or write of a memory-mapped location in a peripheral is observed, and
globally observed, only when the read or write:

* Meets the general observability conditions.
* Can begin to affect the state of the memory-mapped peripheral.
 Can trigger all associated side-effects, whether they affect other peripheral devices, PEs, or memory.

Applies to an implementation of the architecture from Armv8.0-M onwards.

A read of a location in memory is observed by an observer when a subsequent write to the location by the same
observer would have no effect on the value that is returned by the read.

Applies to an implementation of the architecture from Armv8.0-M onwards.
A read of a location in memory is globally observed for a Shareability domain when a subsequent write to the

location by any observer in that Shareability domain that is capable of observing the write would have no effect on
the value that is returned by the read.

Applies to an implementation of the architecture from Armv8.0-M onwards.
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Rorx Multiple writes to the same register will be observed in the same order by all observers. The architecture does not
guarantee that all observers will observe all of the writes.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Explicit synchronization is not required on an external read or write by an external agent to be observable to a
following external read or write by that agent to the same register using the same address.

Rumuz

Applies to an implementation of the architecture from Armv8.0-M onwards.

Explicit synchronization is not required for serial external accesses, either reads or writes, by a single external
agent for any registers that are accessible as external system control registers.

Rrxsk

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:
B6.16 Device memory on page 222.
B6.17 Device memory attributes on page 224.
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B6.9 Completion of memory accesses
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A read or write is complete for a Shareability domain when the following conditions are true:

e The read or write is globally observed for that Shareability domain.
* All instruction fetches by observers within the Shareability domain have observed the read or write.

Applies to an implementation of the architecture from Armv8.0-M onwards.

A cache or branch predictor maintenance instruction is complete for a Shareability domain when the effects of the
instruction are globally observed for that Shareability domain.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The completion of a memory access to Device memory other than Device-nGnRnE does not guarantee the visibility
of the side-effects of the access to all observers.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The mechanism that ensures the visibility of the side-effects of the access to all observers is IMPLEMENTATION
DEFINED.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:

B6.18 Shareability domains on page 227.
B6.16 Device memory on page 222.

B6.17 Device memory attributes on page 224.
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B6.10 Ordering requirements for memory accesses
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Armv8-M defines access restrictions in the permitted ordering of memory accesses. These restrictions depend on
the memory attributes of the accesses involved.

Applies to an implementation of the architecture from Armv8.0-M onwards.

For all accesses to all memory types, the only stores by an observer that can be observed by another observer are
those stores that have been architecturally executed.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Reads and writes can be observed in any order provided that, if an address dependency exists between two reads or
between a read and a write, then those memory accesses are observed in program order by all observers within the
common Shareability domain of the memory addresses being accessed.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Speculative writes by an observer cannot be observed by another observer.

Applies to an implementation of the architecture from Armv8.0-M onwards.

For Device memory with the non-Reordering attribute, memory accesses arrive at a single peripheral in program
order.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Memory accesses caused by instruction fetches are not required to be observed in program order, unless they are
separated by a context synchronization event.

Applies to an implementation of the architecture from Armv8.0-M onwards.

A register data dependency between the value that is returned by a load instruction and the address that is used
by a subsequent memory transaction enforces an order between that load instruction and the subsequent memory
transaction.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:

B6.11 Ordering of implicit memory accesses on page 212.
B6.12 Ordering of explicit memory accesses on page 213.
B6.14 Normal memory on page 219.

B6.16 Device memory on page 222.

B6.18 Shareability domains on page 227.
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B6.11 Ordering of implicit memory accesses

Rgprc There are no ordering requirements for implicit accesses to any type of memory.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:

B6.1 Memory accesses on page 197.
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B6.12 Ordering of explicit memory accesses

Revm For all memory types, for accesses from a single observer, the requirements of uniprocessor semantics are
maintained.
Applies to an implementation of the architecture from Armv8.0-M onwards.

Ryrre For all types of memory, if there is a control dependency between a direct read and a subsequent direct write,

the two accesses are observed in program order by any observer in the common Shareability domain of the two
accesses.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Rxenp For all types of memory, if the value returned by a direct read computes data that is written by a subsequent direct
write, the two accesses are observed in program order by any observer in the common Shareability domain of the
two accesses.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Ryvexw It is impossible for an observer to observe a write from an aligned store that both:

¢ Has not been executed.
¢ Will not be executed.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Runrm For an unaligned store, an observer might observe part of a store that would have completed had an exception not
been taken. The store is not guaranteed to be single-copy atomic except at the byte access level.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.

See also:

B6.1 Memory accesses on page 197.

B6.14 Normal memory on page 219.

B6.16 Device memory on page 222.

B6.17 Device memory attributes on page 224.
B6.18 Shareability domains on page 227.
B6.19 Shareability attributes on page 229.
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B6.13 Memory barriers
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The Arm architecture supports out-of-order completion of instructions.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Armv8 supports the following memory barriers:

e Instruction Synchronization Barrier (ISB).

e Data Memory Barrier (DMB).

* Data Synchronization Barrier (DSB).

* Consumption of Speculative Data Barrier (CSDB).

e Physical Speculative Store Bypass Barrier (PSSBB).
» Speculative Store Bypass Barrier (SSBB).

Applies to an implementation of the architecture from Armv8.0-M onwards.
The DMB and DSB memory barriers affect reads and writes to the memory system that are generated by Load/Store

instructions and data or unified cache maintenance instructions that are executed by the PE. Instruction fetches are
not explicit accesses.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Instruction Synchronization Barrier

An ISB ensures that all instructions that come after the I SB instruction in program order are fetched from the
cache or memory after the I SB instruction has completed.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:
InstructionSynchronizationBarrier ().

Context synchronization event

B6.13.2 Data Memory Barrier
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The required Shareability for a DMB is Full system, and applies to all observers in the Shareability domain.

Applies to an implementation of the architecture from Armv8.0-M onwards.

A DMB only affects memory accesses and the operation of data cache and unified cache maintenance instructions,
and has no effect on the ordering of any other instructions.

Applies to an implementation of the architecture from Armv8.0-M onwards.

A DMB that ensures the completion of cache maintenance instructions has an access type of both loads and stores.

Applies to an implementation of the architecture from Armv8.0-M onwards.

A DMB instruction creates two groups of memory accesses, Group A and Group B, and does not affect memory
accesses that are in not in Group A or Group B:

Group A contains:

* All explicit memory accesses of the required access types from observers in the same Shareability domain as

Copyright © 2015 - 2020 Arm Limited or its affiliates. All rights reserved. 214
Non-confidential



Chapter B6. Memory Model
B6.13. Memory barriers

PEe that are observed by PEe before the DMB instruction.

* All loads of required access types from an observer PEx in the same required Shareability domain as PEe
that have been observed by any given different observer, PEy, in the same required Shareability domain as
PEe before PEy has performed a memory access that is a member of Group A.

Group B contains:

* All explicit memory accesses of the required access types by PEe that occur in program order after the DMB
instruction.

* All explicit memory accesses of the required access types by any given observer PEx in the same required
Shareability domain as PEe that can only occur after a load by PEx has returned the result of a store that is a
member of Group B.

Any observer with the same required Shareability domain as PEe observes all members of Group A before it
observes any member of Group B to the extent that those group members are required to be observed, as determined
by the Shareability and Cacheability of the memory addresses accessed by the group members.

If members of Group A and members of Group B access the same memory-mapped peripheral of arbitrary
system-defined size, then members of Group A that are accessing Device or Normal Non-cacheable memory
arrive at that peripheral before members of Group B that are accessing Device or Normal Non-cacheable memory.
Where the members of Group A and Group B that are to be ordered are from the same PE, a DMB provides for this
guarantee.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:
DataMemoryBarrier ().

B6.18 Shareability domains on page 227.

B6.13.3 Data Synchronization Barrier
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The DSB is a memory barrier that synchronizes the execution stream with memory accesses.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The required Shareability for a DSB is Full system and applies to all observers in the Shareability domain.

Applies to an implementation of the architecture from Armv8.0-M onwards.

A DSB instruction creates two groups of memory accesses, Group A and Group B, and does not affect memory
accesses that are in not in Group A or Group B:

Group A contains:

* All explicit memory accesses of the required access types from observers in the same Shareability domain as
PEe that are observed by PEe before the DSB instruction.

* All loads of required access types from an observer PEx in the same required Shareability domain as PEe
that have been observed by any given different observer, PEy, in the same required Shareability domain as
PEe before PEy has performed a memory access that is a member of Group A.

Group B contains:

* All explicit memory accesses of the required access types by PEe that occur in program order after the DSB
instruction.

» All explicit memory accesses of the required access types by any given observer PEx in the same required
Shareability domain as PEe that can only occur after a load by PEx has returned the result of a store that is a
member of Group B.
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RKMGH
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Any observer with the same required Shareability domain as PEe observes all members of Group A before it
observes any member of Group B to the extent that those group members are required to be observed, as determined
by the Shareability and Cacheability of the memory addresses accessed by the group members.

If members of Group A and members of Group B access the same memory-mapped peripheral of arbitrary
system-defined size, then members of Group A that are accessing Device or Normal Non-cacheable memory
arrive at that peripheral before members of Group B that are accessing Device or Normal Non-cacheable memory.
Where the members of Group A and Group B that are to be ordered are from the same PE, a DSB provides for this
guarantee.

Applies to an implementation of the architecture from Armv8.0-M onwards.

A DSB completes when all of the following conditions apply:

» All explicit memory accesses that are observed by PEe before the DSB is executed and are of the required
access types, and are from observers in the same required Shareability domain as PEe, are complete for the
set of observers in the required Shareability domain.

* If the required access types of the DSB is reads and writes, then all cache and branch predictor maintenance
instructions that are issued by PEe before the DSB are complete for the required Shareability domain.

* All explicit accesses to the System Control Space that result in a context altering operation issued by PEe
before the DSB are complete.

Applies to an implementation of the architecture from Armv8.0-M onwards.

No instruction that appears in program order after the DSB instruction can execute until the DSB completes.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:
DataSynchronizationBarrier ().

B6.18 Shareability domains on page 227.

B6.13.4 Consumption of Speculative Data Barrier
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The CSDB is a memory barrier that prevents instructions that appear in program order after the barrier completes
from determining any part of the value of data derived from speculatively-executed load instructions that appeared
in program order before completion of the CSDB memory barrier.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.

When a CSDB instruction is executed but before the CSDB completes and there are three instructions:

1. A load instruction speculatively executed in program order before the barrier that might or might not be
architecturally executed.

2. A Conditional Move instruction that has passed its condition code check and does not have an address
dependency for an input register on the speculatively-executed load.

3. Aload, store, data or instruction preload appearing in program order after the barrier, which has an address
dependency on the Conditional Move instruction.

The speculative execution of the load, store, data or instruction preload does not influence the allocation of cache
entries to determine any part of the value of the speculatively executed load instruction by an evaluation of the
cache entries which have been allocated or evicted.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.
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When a CSDB instruction is executed but before the CSDB completes and there are three instructions:

1. A load instruction speculatively executed in program order before the barrier that might or might not be
architecturally executed.

2. A Conditional Move instruction that has no dependency to pass the condition tests or for an input register on
the speculatively executed load.

3. An indirect branch instruction, appearing in program order after the barrier, that is dependent on the
Conditional Move instruction for the target address of the indirect branch.

The speculative execution of the indirect branch does not influence the allocation of cache entries to determine any
part of the value of the speculatively executed load instruction by an evaluation of the cache entries which have
been allocated or evicted.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.
A CSDB instruction cannot be executed speculatively.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.
A CSDB can be inserted speculatively and completed when it is known not to be speculative.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.
The CSDB instruction is not available in an implementation without the Main Extension.

Applies to an implementation of the architecture from Armv8.0-M. Note, !M.

Arm recommends that a combination of DSB SYS and an ISB is inserted to prevent consumption of speculative
data.

Applies to an implementation of the architecture from Armv8.0-M. Note, !M.

B6.13.5 Physical Speculative Store Bypass Barrier

Icenk

Rmprz

The PSSBB prevents speculative loads from:

* Returning data older than the most recent store to the same physical address appearing in program order
before the load.
* Returning data from stores using the same physical address appearing in program order after the load.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.

The PSSBB is not available in an implementation without the Main Extension.

Applies to an implementation of the architecture from Armv8.0-M. Note, !M.

B6.13.6 Speculative Store Bypass Barrier
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The SSBB prevents speculative loads from:

* Returning data older than the most recent store to the same address appearing in program order before the
load.
* Returning data from stores using the same address appearing in program order after the load.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M.

The SSBB is not available in an implementation without the Main Extension.

Applies to an implementation of the architecture from Armv8.0-M. Note, !M.
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B6.13.7 Synchronization requirements for System Control Space

Rsgog A DSB guarantees that all writes to the System Control Space have been completed.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Ryppg The execution of a DSB alone does not guarantee that the side effects of writes to the System Control Space are
visible. A Context synchronization event is required for side effects of a write to the System Control Space to be
visible.

Applies to an implementation of the architecture from Armv8.0-M onwards.

R A Context synchronization event guarantees that the side effects of any completed writes to the System Control
Space are visible after the Context synchronization event.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:

B7.3 The System Control Space (SCS) on page 255.
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B6.14 Normal memory

INvRF

Rocer

Receox

Rrcps

RPKXL

RWLVR

RWLCV

RMJWF

RNHF Q

Rcrav

DDI0553B.1
1D30062020

Memory locations that are idempotent have the following properties:

* Read accesses can be repeated with no side-effects.

* Repeated read accesses return the last value that is written to the resource being read.

* Read accesses can fetch additional memory locations with no side-effects.

* Write accesses can be repeated with no side-effects, if the contents of the location that is accessed are
unchanged between the repeated writes or as the result of an exception.

* Unaligned accesses can be supported.

* Accesses can be merged before accessing the target memory system.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The PE is permitted to treat regions of memory assigned the memory type Normal memory as idempotent.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Normal memory can be marked as Cacheable or Non-cacheable. Normal memory is assigned Cacheability
attributes.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Normal Non-cacheable memory is always treated as shareable.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Speculative data accesses to Normal memory are permitted.

Applies to an implementation of the architecture from Armv8.0-M onwards.

A write to Normal memory completes in finite time.

Applies to an implementation of the architecture from Armv8.0-M onwards.

A write to a Non-cacheable Normal memory location reaches the endpoint for that location in the memory system
in finite time.

Applies to an implementation of the architecture from Armv8.0-M onwards.

A completed write to Normal memory is globally observed for the Shareability domain in finite time without the
requirement for cache maintenance instructions or memory barriers.

Applies to an implementation of the architecture from Armv8.0-M onwards.

For multi-register Load/Store instructions that access Normal memory, the architecture does not define the order in
which the registers are accessed.

Applies to an implementation of the architecture from Armv8.0-M onwards.

There is no requirement for the memory system beyond the PE to be able to identify the size of the elements
accessed.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:

B6.1 Memory accesses on page 197.
B6.18 Shareability domains on page 227.
B6.15 Cacheability attributes on page 221.
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B6.22 Load-Exclusive and Store-Exclusive accesses to Normal memory on page 233.

MAIR_ATTR, Memory Attributes Indirection Register Attributes.
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B6.15 Cacheability attributes
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The architecture provides Cacheability attributes that are defined independently for each of two conceptual levels
of cache:

¢ The Inner cache.
¢ The Outer cache.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The Cacheability attributes are:

¢ Non-cacheable.
* Write-Through Cacheable.
¢ Write-Back Cacheable.

Applies to an implementation of the architecture from Armv8.0-M onwards.

It is IMPLEMENTATION DEFINED whether Write-Through Cacheable and Write-Back Cacheable can have the
additional attribute Transient or Non-transient.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The Transient attribute is a memory hint that indicates that the benefit of caching is for a short period. The
architecture does not define what is meant by a short period.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Cacheability attributes other than Non-cacheable can be complemented by the following cache allocation hints,
which are independent for read and write accesses:

¢ Read-Allocate, Transient Read-Allocate, or No Read-Allocate.
¢ Write-Allocate, Transient Write-Allocate, or No Write-Allocate.

Applies to an implementation of the architecture from Armv8.0-M onwards.
The architecture does not require an implementation to make any use of cache allocation hints.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Any cacheable Normal memory region is treated as Read-Allocate, No Write-Allocate unless it is explicitly
assigned other cache allocation hints.

Applies to an implementation of the architecture from Armv8.0-M onwards.

A Cacheable location with no Read-Allocate and no Write-Allocate hints is not the same as a Non-cacheable
location. A Non-cacheable location has coherency guarantees for all observers within the system that do not apply
to a location that is Cacheable, no Read-Allocate, no Write-Allocate.

Applies to an implementation of the architecture from Armv8.0-M onwards.

All data accesses to Non-cacheable Normal memory locations are data coherent to all observers.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:

B6.14 Normal memory on page 219.
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B6.16 Device memory
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Device memory is a memory type that is assigned to regions of memory where accesses can have side-effects.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Device memory is not cacheable.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Device memory is always treated as shareable.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Speculative data accesses cannot be made to Device memory. However, for instructions that access a sequence of
word-aligned words, the accesses might occur multiple times.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Speculative instruction fetches can be made to Device memory, unless the location is marked as execute-never.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Any unaligned access to Device memory generates an UNALIGNED UsageFault exception.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Device memory is assigned a combination of Device memory attributes.

Applies to an implementation of the architecture from Armv8.0-M onwards.

A write to Device memory completes in finite time.

Applies to an implementation of the architecture from Armv8.0-M onwards.

A write to a Device memory location reaches the endpoint for that location in the memory system in finite time.

Applies to an implementation of the architecture from Armv8.0-M onwards.

A completed write to a Device memory location is globally observed for the Shareability domain in finite time
without the requirement for cache maintenance instructions or barriers.

Applies to an implementation of the architecture from Armv8.0-M onwards.
If the content of a Device memory location changes without a direct write to the location, the change is observed
for the Shareability domain in finite time.

Applies to an implementation of the architecture from Armv8.0-M onwards.

For an instruction fetch from Device memory, if a branch causes the Program Counter (PC) to point to an area of
memory that is not marked as Execute-never, the implementation can either:

* Treat the fetch as if it is to a location in Normal Non-cacheable memory.
* Take an IACCVIOL MemManage fault.

Applies to an implementation of the architecture from Armv8.0-M. Note, a MemManage fault requires M.

There is no requirement for the memory system beyond the PE to be able to identify the size of the elements that
are accessed, for instructions that load the following from Device memory:

* More than one general-purpose register.
* One or more registers from the floating-point register file.
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Applies to an implementation of the architecture from Armv8.0-M onwards.

Rgvur For an 1DM, STM, LDRD, or STRD instruction with a register list that includes the PC, the architecture does not
define the order in which the registers are accessed.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Rsrpk For an 1DM, STM, VLDM, VSTM, VPOP or VPUSH instruction with a register list that does not include the PC, all

registers are accessed in the order that they appear in the register list, for Device memory with the non-Reordering
attribute.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:

B6.1 Memory accesses on page 197.

B6.19 Shareability attributes on page 229.
B6.17 Device memory attributes on page 224.

B6.18 Shareability domains on page 227.
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B6.17 Device memory attributes
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Each Device memory region is assigned a combination of Device memory attributes. The attributes are:
Gathering, G and nG: The Gathering and non-Gathering attributes.
Reordering, R and nR: The Reordering and non-Reordering attributes.

Early Write Acknowledgement, E and nE: The Early Write Acknowledgement and no Early Write Acknowl-
edgement attributes.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Each Device memory region is assigned one of the combinations in the following table:

Memory Ordering Name nG nR nE G R E
Strong DeviceenGnRRE 'Y Y Y - - -

1 Device-nGnRE Y Y - - - Y
1 Device-nGRE Y - - - Y Y
Weak Device-GRE - - - Y Y Y

Applies to an implementation of the architecture from Armv8.0-M onwards.

Weaker memory can be accessed according to the rules specified for stronger memory:

* Memory with the:

— G attribute can be accessed according to the rules specified for the nG attribute.

— nG attribute cannot be accessed according to the rules specified for the G attribute.
¢ Memory with the:

— R attribute can be accessed according to the rules specified for the nR attribute.

— nR attribute cannot be accessed according to the rules specified for the R attribute.

Because the nE attribute is a hint:

¢ An implementation is permitted to perform an access with the E attribute in a manner consistent with the
requirements specified by the nE attribute.

* An implementation is permitted to perform an access with the nE attribute in a manner consistent with the
relaxations allowed by the E attribute.

Applies to an implementation of the architecture from Armv8.0-M onwards.

For Device-GRE and Device-nGRE memory, the use of barriers is required to order accesses.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Memory accesses that are generated by vector instructions that target any type of Device memory operate as if the
access had targeted a Device-GRE region.

Applies to an implementation of the architecture from Armv8.1-M onwards. The extension requirements are - MVE.

See also:
B6.17.1 Gathering and non-Gathering Device memory attributes on page 225.
B6.17.2 Reordering and non-Reordering Device memory attributes on page 225.

B6.17.3 Early Write Acknowledgement and no Early Write Acknowledgement Device memory attributes on
page 226.

B6.16 Device memory on page 222.
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B6.17.1 Gathering and non-Gathering Device memory attributes
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G attribute

If multiple accesses of the same type, read or write, are to:

* The same location, with the G attribute, they can be merged into a single transaction.
« Different locations, all with the G attribute, they can be merged into a single transaction.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Gathering of accesses that are separated by a memory barrier is not permitted.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Gathering of accesses that are generated by a Load-Acquire/Store-Release is not permitted.

Applies to an implementation of the architecture from Armv8.0-M onwards.

A read can come from intermediate buffering of a previous write if:

* The accesses are not separated by a DMB or DSB barrier.

» The accesses are not separated by any other ordering construction that requires that the accesses are in order,
for example a combination of Load-Acquire and Store-Release.

* The accesses are not generated by a Store-Release instruction.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The architecture only defines programmer visible behavior. Therefore, if a programmer cannot tell whether
Gathering has occurred, Gathering can be performed.

Applies to an implementation of the architecture from Armv8.0-M onwards.

nG attribute
Multiple accesses to a memory location with the nG attribute cannot be merged into a single transaction.

Applies to an implementation of the architecture from Armv8.0-M onwards.

A read of a memory location with the nG attribute cannot come from a cache or a buffer, but comes from the
endpoint for that address in the memory system.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:

B6.23 Load-Acquire and Store-Release accesses to memory on page 234.

B6.17.2 Reordering and non-Reordering Device memory attributes
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R attribute

This attribute imposes no restrictions or relaxations.

Applies to an implementation of the architecture from Armv8.0-M onwards.

nR attribute
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RDFXL

IBDWB

RNDHC

If the access is to a:

* Peripheral, it arrives at the peripheral in program order. If there is a mixture of accesses to Device nGnRE
and Device-nGnRnE in the same peripheral, these accesses occur in program order.
* Non-peripheral, this attribute imposes no restrictions or relaxations.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The IMPLEMENTATION DEFINED size of the single peripheral is the same as applies for the ordering guarantee that
is provided by the DMB instruction.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The non-Reordering attribute does not require any additional ordering, other than the ordering that applies to
Normal memory, between:

* Accesses with the non-Reordering attribute and accesses with the Reordering attribute.

* Accesses with the non-Reordering attribute and accesses to Normal memory.

* Accesses with the non-Reordering attribute and accesses to different peripherals of IMPLEMENTATION
DEFINED size.

Applies to an implementation of the architecture from Armv8.0-M onwards.

B6.17.3 Early Write Acknowledgement and no Early Write Acknowledgement Device memory

attributes
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E attribute
The E attribute imposes no restrictions or relaxations.

Applies to an implementation of the architecture from Armv8.0-M onwards.

nE attribute

Assigning the nE attribute recommends that only the endpoint of the write access returns a write acknowledgement
of the access, and that no earlier point in the memory system returns a write acknowledgement.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The E attribute is treated as a hint. Arm strongly recommends that this hint is not ignored by a PE, but is made
available for use by the system.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:

B6.13 Memory barriers on page 214.
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B6.18 Shareability domains

Romnr There are two conceptual Shareability domains:

¢ The Inner Shareability domain.
e The Outer Shareability domain.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Txowm The following diagram shows the Shareability domains:
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Applies to an implementation of the architecture from Armv8.0-M onwards.
Ruces All observers in an Inner Shareability domain are data coherent for data accesses to memory that has the Inner-
shareable Shareability attribute.
Applies to an implementation of the architecture from Armv8.0-M onwards.
Rsver All observers in an Outer Shareability domain are data coherent for data accesses to memory that has the Outer-
shareable Shareability attribute.
Applies to an implementation of the architecture from Armv8.0-M onwards.
Romrs Each observer is a member of only a single Inner Shareability domain.
Applies to an implementation of the architecture from Armv8.0-M onwards.
Renwr Each observer is a member of only a single Outer Shareability domain.
Applies to an implementation of the architecture from Armv8.0-M onwards.
Rpvee All members of the same Inner Shareability domain are always members of the same Outer Shareability domain.
Applies to an implementation of the architecture from Armv8.0-M onwards.
Ryrmv Accesses to a shareable memory location are coherent within the Shareability domain of that location.
Applies to an implementation of the architecture from Armv8.0-M onwards.
Ipusr An Inner Shareability domain is a subset of an Outer Shareability domain, although it is not required to be a proper
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subset.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Ryuon Hardware is required to ensure coherency and ordering within the Shareability domain if all of the following apply:

 Before writing to a location not using the Write-Back attribute, a location in the caches that might have been
written with the Write-Back attribute by an agent has been invalidated or cleaned.

» After writing the location with the Write-Back attribute, the location has been cleaned from the caches to
make the write visible to external memory.

» Before reading the location with a cacheable attribute, the cache location has been invalidated, or cleaned
and invalidated.

e A DMB barrier instruction has been executed, with a scope that applies to the common Shareability of the
accesses, between any accesses to the same memory location that use different attributes.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:
B6.8 Observability of memory accesses on page 208.
B6.19 Shareability attributes on page 229.
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B6.19 Shareability attributes

Reorr Each Normal cacheable memory region is assigned one of the following Shareability attributes:

e Non-shareable.
e Inner-shareable.
e Quter-shareable.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Rppvy For Non-shareable memory, hardware is not required to make data accesses by different observers, other than the
Debug Access Port, coherent. If a number of observers share the memory, cache maintenance instructions, in

addition to the barrier operations that are required to ensure memory ordering, can ensure that the presence of
caches does not lead to coherency issues.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:

B6.1 Memory accesses on page 197.
B6.14 Normal memory on page 219.
B6.16 Device memory on page 222.
B6.18 Shareability domains on page 227.

B6.32 Cache maintenance operations on page 245.
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B6.20 Memory access restrictions
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For accesses to any two bytes that are accessed by the same instruction, the two bytes have the same memory type
and Shareability attributes, otherwise behavior is a CONSTRAINED UNPREDICTABLE choice of the following:

* Each memory access that is generated by the instruction uses the memory type and Shareability attribute that
is associated with its own address.

 The instruction executes as a NOP.

* The instruction generates an alignment fault caused by the memory type.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Except for possible differences in cache allocation hints, Arm deprecates having different Cacheability attributes
for accesses to any two bytes that are generated by the same instruction.

Applies to an implementation of the architecture from Armv8.0-M onwards.

If the accesses of an instruction that cause multiple accesses to any type of Device memory cross the boundary of a
memory region then the behavior is a CONSTRAINED UNPREDICTABLE choice of the following:

* All memory accesses that are generated by the instruction are performed as if the presence of the boundary
had no effect on memory accesses.

* All memory accesses that are generated by the instruction are performed as if the presence of the boundary
had no effect on memory accesses, except that there is no guarantee of ordering between memory accesses,

* The instruction executes as a NOP.

* The instruction generates an alignment fault caused by the memory type.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:

B6.1 Memory accesses on page 197.
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B6.21 Mismatched memory attributes
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Memory locations are accessed with mismatched attributes if all accesses to the location do not use a common
definition of all the following memory attributes of that location:

* Memory type - Device or Normal.
* Shareability.
 Cacheability, for the same level of the Inner or Outer cache, but excluding any cache allocation hints.

Applies to an implementation of the architecture from Armv8.0-M onwards.

When a memory location is accessed with mismatched attributes, the only permitted effects are one or more of the
following:

* Uniprocessor semantics for reads and writes to that memory location might be lost. This means:

— A read of the memory location by one agent might not return the value that was most recently written to
that memory location by the same agent.

— Multiple writes to the memory location by one agent with different memory attributes might not be
ordered in program order.

* There might be a loss of coherency when multiple agents attempt to access a memory location.
* There might be a loss of the properties that are derived from the memory type.

« If all Load-Exclusive/Store-Exclusive instructions that are executed across all threads to access a given
memory location do not use consistent memory attributes, the exclusive monitor state becomes UNKNOWN.

* Bytes that are written without the Write-Back cacheable attribute and that are within the same Write-Back
granule as bytes that are written with the Write-Back cacheable attribute might have their values reverted to
the old values as a result of cache Write-Back.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The loss of the properties that are associated with mismatched memory type attributes refers only to the following
properties of Device memory that are additional to the properties of Normal memory:

* Prohibition of speculative read accesses.
* Prohibition on Gathering.
* Prohibition on Reordering.

Applies to an implementation of the architecture from Armv8.0-M onwards.

If the only memory type mismatch that is associated with a memory location across all users of the memory
location is between different types of Device memory, then all accesses might take the properties of the weakest
Device memory type.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Any agent that reads a memory location with mismatched attributes using the same common definition of the
Shareability and Cacheability attributes is guaranteed to access it coherently, to the extent required by that common
definition of the memory attributes, only if all the following conditions are met:

* All aliases to the memory location with write permission both use a common definition of the Shareability
and Cacheability attributes for the memory location, and have the Inner Cacheability attribute the same as the
Outer Cacheability attribute.

* All aliases to a memory location use a definition of the Shareability attributes that encompasses all the agents
with permission to access the location.

Applies to an implementation of the architecture from Armv8.0-M onwards.
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Rgeku The possible permitted effects that are caused by mismatched attributes for a memory location are defined more
precisely if all the mismatched attributes define the memory location as one of:

* Any Device memory type.
* Normal Inner Non-cacheable, Outer Non-cacheable memory.

In these cases, the only permitted software-visible effects of the mismatched attributes are one or more of the
following:

¢ Possible loss of properties that are derived from the memory type when multiple agents attempt to access the
memory location.

* Possible reordering of memory transactions to the same memory location with different memory attributes,
potentially leading to a loss of coherency or uniprocessor semantics. Any possible loss of coherency or
uniprocessor semantics can be avoided by inserting DMB barrier instructions between accesses to the same
memory location that might use different attributes.

Applies to an implementation of the architecture from Armv8.0-M onwards.
Ryves If the mismatched attributes for a location mean that multiple cacheable accesses to the location might be made
with different Shareability attributes, then ordering and coherency are guaranteed only if:

* Each PE that accesses the location with a cacheable attribute performs a clean and invalidate of the location
before and after accessing that location.

* A DMB barrier with scope that covers the full Shareability of the accesses is placed between any accesses to
the same memory location that use different attributes.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Rvexw If multiple agents attempt to use Load-Exclusive or Store-Exclusive instructions to access a location, and the
accesses from the different agents have different memory attributes associated with the location, the exclusive
monitor state becomes UNKNOWN.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Irowc Arm strongly recommends that software does not use mismatched attributes for aliases of the same location. An
implementation might not optimize the performance of a system that uses mismatched aliases.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:

Chapter B9 The Armv8-M Protected Memory System Architecture on page 267.
B6.18 Shareability domains on page 227.

B6.15 Cacheability attributes on page 221.

B6.16 Device memory on page 222.

B6.14 Normal memory on page 219.

B6.22 Load-Exclusive and Store-Exclusive accesses to Normal memory on page 233.
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B6.22 Load-Exclusive and Store-Exclusive accesses to Normal memory

Rxowe For Normal memory that is:

¢ Non-shareable, it is IMPLEMENTATION DEFINED whether Load-Exclusive and Store-Exclusive instructions
take account of the possibility of accesses by more than one observer.

» Shareable, Load-Exclusive, and Store-Exclusive instructions take account of the possibility of accesses by
more than one observer.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:
B6.14 Normal memory on page 219.
B6.1 Memory accesses on page 197.
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The following table summarizes the Load-Acquire/Store-Release instructions.

Load-Acquire Store-Release
Data type Load- Acquire  Store- Release ~ Exclusive Exclusive
32-bit word LDA STL LDAEX STLEX
16-bit halfword LDAH STLH LDAEXH STLEXH
8-bit byte LDAB STLB LDAEXB STLEXB

Applies to an implementation of the architecture from Armv8.0-M onwards.

A Store-Release followed by a Load-Acquire is observed in program order by each observer within the Shareability
domain of the memory address being accessed by the Store-Release and the memory address being accessed by
the Load-Acquire.

Applies to an implementation of the architecture from Armv8.0-M onwards.

For a Load-Acquire, observers in the Shareability domain of the address that is accessed by the Load-Acquire
observe accesses in the following order:

1. The read caused by the Load-Acquire.

2. Reads and writes caused by loads and stores that appear in program order after the Load-Acquire for which
the Shareability of the address that is accessed by the load or store requires that the observer observes the
access.

There are no other ordering requirements on loads or stores that appear before the Load-Acquire.

Applies to an implementation of the architecture from Armv8.0-M onwards.

For a Store-Release, observers in the Shareability domain of the address that is accessed by the Store-Release
observe accesses in the following order:

1. All of the following for which the Shareability of the address that is accessed requires that the observer
observes the access:

» Reads and writes caused by loads and stores that appear in program order before the Store-Release.
» Writes that were observed by the PE executing the Store-Release before it executed the Store-Release.

2. The write caused by the Store-Release.
There are no other ordering requirements on loads or stores that appear in program order after the Store-Release.

Applies to an implementation of the architecture from Armv8.0-M onwards.

All Store-Release instructions are multi-copy atomic when they are observed with Load-Acquire instructions.

Applies to an implementation of the architecture from Armv8.0-M onwards.

A Load-Acquire to an address in a memory-mapped peripheral of an arbitrary system-defined size that is defined
as any type of Device memory access ensures that all memory accesses using Device memory types to the same
memory-mapped peripheral that are architecturally required to be observed after the Load-Acquire will arrive at
the memory-mapped peripheral after the memory access of the Load-Acquire.

Applies to an implementation of the architecture from Armv8.0-M onwards.

A Store-Release to an address in a memory-mapped peripheral of an arbitrary system-defined size that is defined
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as any type of Device memory access ensures that all memory accesses using Device memory types to the same
memory-mapped peripheral that are architecturally required to be observed before the Store-Release will arrive at
the memory-mapped peripheral before the memory access of the Store-Release.

Applies to an implementation of the architecture from Armv8.0-M onwards.

If a Load-Acquire to a memory address in a memory-mapped peripheral of an arbitrary system-defined size
that is defined as any type of Device memory access has observed the value that is stored to that address by a
Store-Release, then any memory access to the memory-mapped peripheral that is architecturally required to be
ordered before the memory access of the Store-Release will arrive at the memory-mapped peripheral before any
memory access to the same peripheral that is architecturally required to be ordered after the memory access of the
Load-Acquire.

Applies to an implementation of the architecture from Armv8.0-M onwards.
Load-Acquire and Store-Release access only a single data element.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Load-Acquire and Store-Release accesses are single-copy atomic.

Applies to an implementation of the architecture from Armv8.0-M onwards.

If a Load-Acquire or Store-Release instruction accesses an address that is not aligned to the size of the data element
being accessed, the access generates an alignment fault.

Applies to an implementation of the architecture from Armv8.0-M onwards.

A Store-Release Exclusive instruction only has the release semantics if the store is successful.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:
B6.18 Shareability domains on page 227.
B6.16 Device memory on page 222.
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When a memory location is marked with a Normal Cacheable memory attribute, determining whether a copy of
the memory location is held in a cache can depend on many aspects of the implementation, such as the following
factors:

* The size, line length, and associativity of the cache.

* The cache allocation algorithm.

 Activity by other elements of the system that can access the memory.
* Speculative instruction fetching algorithms.

* Speculative data fetching algorithms.

* Interrupt behaviors.

Applies to an implementation of the architecture from Armv8.0-M onwards.

An implementation can include multiple levels of cache, up to a maximum of seven levels, in a hierarchical
memory system.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The lower the cache level, the closer the cache is to the PE.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Entries for addresses with a Normal cacheable attribute can be allocated to an enabled cache at any time.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The allocation of a memory address to a cache location is IMPLEMENTATION DEFINED.

Applies to an implementation of the architecture from Armv8.0-M onwards.

A cache entry covers at least 16 bytes and no more than 2KB of contiguous address space, aligned to its size.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Where a breakdown in coherency can occur, data coherency of the caches is controlled in an IMPLEMENTATION
DEFINED manner.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The architecture cannot guarantee whether:

* A memory location that is present in the cache remains in the cache.
* A memory location that is not present in the cache is brought into the cache.

Applies to an implementation of the architecture from Armv8.0-M onwards.

If the cache is disabled, no new allocation of memory locations into the cache occurs.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The allocation of a memory location into a cache cannot cause the most recent value of that memory location to
become invisible to an observer, if it had previously been visible to that observer.

Applies to an implementation of the architecture from Armv8.0-M onwards.

If the cache is enabled, it is guaranteed that no memory location that does not have a cacheable attribute is allocated
into the cache.

Applies to an implementation of the architecture from Armv8.0-M onwards.
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If the cache is enabled, it is guaranteed that no memory location is allocated to the cache if the access permissions
for that location are so that the location cannot be accessed by reads and cannot be accessed by writes.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Any cached memory location is not guaranteed to remain incoherent with the rest of memory.

Applies to an implementation of the architecture from Armv8.0-M onwards.

If an implementation permits cache hits when the Cacheability control fields force all memory locations to be
treated as Non-cacheable, then the cache initialization routine:

e Provides a mechanism to ensure the correct initialization of the caches.
* Is documented clearly as part of the documentation of the device.

In particular, if an implementation permits cache hits when the Cacheability controls force all memory locations to
be treated as Non-cacheable, and the cache contents are not invalidated at reset, the initialization routine avoids
any possibility of running from an uninitialized cache. It is acceptable for an initialization routine to require a
fixed instruction sequence to be placed in a restricted range of memory.

Applies to an implementation of the architecture from Armv8.0-M onwards.

It is UNPREDICTABLE whether the location is returned from cache or from memory when:

¢ The location is not marked as cacheable but is contained in the cache. This situation can occur if a location is
marked as Non-cacheable after it has been allocated into the cache.
* The location is marked as cacheable and might be contained in the cache, but the cache is disabled.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The architecture allows copies of control values or data values to be cached. The existence of such copies can lead
to CONSTRAINED UNPREDICTABLE behavior, if the cache has not been correctly invalidated following a change
of the control or data values.

Unless explicitly stated otherwise, the behavior of the PE is consistent with:

* The old value.
e The new value.
* An amalgamation of the old and new values.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The choice between the behaviors might, in some implementations, vary for each use of a control or data value.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:

B6.25 Cache identification on page 238.

B6.28 Cache enabling and disabling on page 241.

B6.15 Cacheability attributes on page 221.

B6.29 Cache behavior at reset on page 242.

B6.33 Ordering of cache maintenance operations on page 249.

B6.21 Mismatched memory attributes on page 231.

Copyright © 2015 - 2020 Arm Limited or its affiliates. All rights reserved. 237
Non-confidential



Chapter B6. Memory Model
B6.25. Cache identification

B6.25 Cache identification

Rygcu A PE controls the implemented caches using:

* A single Cache Type Register, CTR.

* A single Cache Level ID Register, CLIDR.

* A single Cache Size Selection Register, CSSELR.

* For each implemented cache, across all levels of caching, a Cache Size Identification Register, CCSIDR.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Rygrr The number of levels of cache is IMPLEMENTATION DEFINED and can be determined from the Cache Level ID
Register.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Ippss Cache sets and Cache ways are numbered from 0. Usually the set number is an IMPLEMENTATION DEFINED
function of an address.

Applies to an implementation of the architecture from Armv8.0-M onwards.
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A completed write to a memory location that is Non-cacheable or Write-Through Cacheable for a level of cache
made by an observer accessing the memory system inside the level of cache is visible to all observers accessing
the memory system outside the level of cache without the need of explicit cache maintenance.

Applies to an implementation of the architecture from Armv8.0-M onwards.

A completed write to a memory location that is Non-cacheable for a level of cache made by an observer accessing
the memory system outside the level of cache is visible to all observers accessing the memory system inside the
level of cache without the need of explicit cache maintenance.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:

B6.15 Cacheability attributes on page 221.
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B6.27 Cache coherency

Rynpg Data coherency of caches is ensured:

¢ When caches are not used.
* As aresult of cache maintenance operations.

* By the use of hardware coherency mechanisms to ensure coherency of data accesses to memory for cacheable
locations by observers in different Shareability domains.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Repew Hardware is not required to ensure coherency between instruction caches and memory, even for regions of memory
with the Shareability attribute.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:

B6.32 Cache maintenance operations on page 245.
B6.13 Memory barriers on page 214.
B6.19 Shareability attributes on page 229.

DDI0553B.1

Copyright © 2015 - 2020 Arm Limited or its affiliates. All rights reserved. 240
1D30062020

Non-confidential



Chapter B6. Memory Model
B6.28. Cache enabling and disabling

B6.28 Cache enabling and disabling

IpprL

Rurrp

I TNHX

RsmpL

Rpsro

DDI0553B.1
1D30062020

The Configuration and Control Register, CCR, enables and disables caches across all levels of cache that are
visible to the PE.

Applies to an implementation of the architecture from Armv8.0-M onwards.

It is IMPLEMENTATION DEFINED whether the CCR.DC and CCR.IC bits affect the memory attributes that are
generated by an enabled MPU.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M && MPU.

An implementation can use control bits in the Auxiliary Control Register, ACTLR, for finer-grained control of
cache enabling.

Applies to an implementation of the architecture from Armv8.0-M onwards.

For instruction fetches and data accesses, NS-Attr determines which banked instance, either Secure or Non-secure,
of CCR.IC or CCR.DC is used.

Applies to an implementation of the architecture from Armv8.0-M onwards.

If the MPU is disabled, MPU_CTRL.ENABLE == 0, the CCR.DC and CCR.IC bits determine the cache state for
cacheable regions of the default system address map.

Applies to an implementation of the architecture from Armv8.0-M onwards. The extension requirements are - M && MPU.

See also:

B6.25 Cache identification on page 238.
B6.24 Caches on page 236.

B6.29 Cache behavior at reset on page 242.

B3.14 Secure address protection on page 98.
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All caches are disabled at reset.

Applies to an implementation of the architecture from Armv8.0-M onwards.

An implementation can require the use of a specific cache initialization routine to invalidate its storage array before
it is enabled:

* The exact form of any required cache initialization routine is IMPLEMENTATION DEFINED.
» If a required initialization routine is not performed, the state of an enabled cache is UNPREDICTABLE.

Applies to an implementation of the architecture from Armv8.0-M onwards.

If an implementation permits cache hits when the cache is disabled, the cache initialization routine provides a
mechanism to ensure the correct initialization of the caches.

Applies to an implementation of the architecture from Armv8.0-M onwards.

If an implementation permits cache hits when the cache is disabled and the cache contents are not invalidated at
reset, the initialization routine avoids any possibility of running from an uninitialized cache.

Applies to an implementation of the architecture from Armv8.0-M onwards.

An initialization routine can require a fixed instruction sequence to be placed in a restricted range of memory.

Applies to an implementation of the architecture from Armv8.0-M onwards.

Arm recommends that whenever an invalidation routine is required, it is based on the Armv8-M cache maintenance
operations.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:
B6.24 Caches on page 236.
B6.28 Cache enabling and disabling on page 241.

B6.32 Cache maintenance operations on page 245.
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PLD and PLI are memory system hints and their effect is IMPLEMENTATION DEFINED.

Applies to an implementation of the architecture from Armv8.0-M onwards.

The instructions PLD and PLI do not generate exceptions but the memory system operations might generate an
imprecise fault (asynchronous exception) because of the memory access.

Applies to an implementation of the architecture from Armv8.0-M onwards.

A PLD instruction does not cause any effect to the caches or memory other than the effects that, for permission or
other reasons, can be caused by the equivalent load from the same location with the same context and at the same
privilege level and Security state.

Applies to an implementation of the architecture from Armv8.0-M onwards.

A PLD instruction does not access Device-nGnRnE or Device-nGnRE memory.

Applies to an implementation of the architecture from Armv8.0-M onwards.

A PLI instruction does not cause any effect to the caches or memory other than the effects that, for permission
or other reasons, can be caused by the fetch resulting from changing the PC to the location specified by the PLI
instruction with the same context and at the same privilege level and Security state.

Applies to an implementation of the architecture from Armv8.0-M onwards.

A PLI instruction cannot access memory that has the Device-nGnRnE or Device-nGnRE attribute.

Applies to an implementation of the architecture from Armv8.0-M onwards.

See also:

PLD, PLDW (immediate).
PLD (literal).

PLD, PLDW (register).
PLI (immediate, literal).

PLI (register).
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B6.31 Branch predictors

Branch predictor hardware typically uses a