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CHAPTER 1
GETTING STARTED

1.1. HOW TO USE THIS MANUAL

Chapter 1 provides an overview of this manual and the related Penturotessor
documentation. Also included are some notational conventions regarding reserved bits
instruction operands, number formats, addressing and exceptions found throughout th
manual.

Chapter 2 provides an introduction to Intel's Pentium processor family. The remainder of this
book presents the architecture of the Pentium processor in five parts:

® Part I—Application and Numeric Programming
® Part II—System Programming

® Part lll—Compatibility

® Part IV—Optimization

® Part V—Instruction Set

® Appendices

The first three parts are explanatory, showing the purpose of architectural features
developing terminology and concepts, and describing instructions as they relate to specifi
purposes or to specific architectural features. The remaining parts are reference material fc
programmers developing software for the Pentium processor.

The first two parts cover the operating modes and protection mechanism of the Pentiun
processor. The distinction between application programming and system programming i
related to the protection mechanism of the Pentium processor. One purpose of protection is
prevent applications from interfering with the operating system. For this reason, certain
registers and instructions are inaccessible to application programs. The features discussed
Part | are those which are accessible to applications; the features in Part Il are available on
to programs running with special privileges or programs running on systems where the
protection mechanism is not used.

The features available to application programs in protected mode and to programs in real
address and virtual-8086 mode are the same. These features are described in Part | of tl
book. The additional features available to system programs in protected mode are describe
in Part Il. Part Il describes virtual-8086 mode, how to mix 16-bit and 32-bit code, and
compatibility considerations.
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Part IV provides general optimization techniques for programming on Intel architectures. For
additional information refer to AP-50@ptimizations for Intel's 32-Bit Processorarder
number 241799.

1.1.1. Part I—Application and Numeric Programming

This section presents the features used by most application programmers. It includes features
used in numeric applications which are object-code compatible with features provided by the
Intel486]1 DX processor, and the Inteld87SX, the Intel38 DX, and the Intel387 SX

math coprocessors used with the Intel486 SX, Intdl38X and Intel386 SX processors,
respectively.

Chapter 3—Basic Programming Model: This chapter introduces the models of memory
organization, defines the data types, presents the register set used by applications, introduces
the stack, explains string operations, defines the parts of an instruction, explains address
calculations, and introduces interrupts and exceptions as they apply to application
programming.

Chapter 4—Application Programming: Chapter 4 surveys the integer instructions
commonly used for application programming. Instructions are considered in functionally
related groups; for example, string instructions are considered in one section, while control-
transfer instructions are considered in another. The concepts behind the instructions are
explained. Details of individual instructions are deferred until Part V, the instruction-set
reference.

Chapter 5—Feature Determination: This chapter discusses how to determine the CPU type
and the presence of a math coprocessor in order to determine what features are available to
an application. A program example is provided.

Chapter 6—Numeric Applications: This chapter gives an overview of the floating-point
unit and reviews the concepts of numerical computation. The "Architecture of the Floating-
Point Unit" section presents the floating-point registers and data types available to both
applications and systems programmers. The "Floating-Point Instructions" section of this
chapter surveys the instructions commonly used for numeric processing. Details of individual
instructions are deferred until Part V, the instruction-set reference. The "Numerics
Applications" section describes the Pentium processor's floating-point arithmetic facilities
and gives short programming examples in both assembly language and high-level languages.

Chapter 7—Special Computational Situations:This chapter discusses the special values
that can be represented in the real formats of the Pentium processor—denormal numbers,
zeros, infinities, NaNs (Not a Number)—as well as the numerical exceptions.

Chapter 8—Numeric Programming Examples:Chapter 8 provides detailed examples of
assembly-language numeric programming with the Pentium processor, including conditional
branching, conversion between floating-point values and their ASCII representations, and use
of trigonometric functions.
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1.1.2. Part II—System Programming

This section presents the features used by operating systems, device drivers, debuggers, &
other software which support application programs.

Chapter 9—Real-Address Mode System Architecture:This chapter explains the real-
address mode of the Pentium processor as it relates to the system programmer. In this moc
the Pentium processor appears as a fast real-mode Intel 286 or Intel386 processor or a fe
8086 processor enhanced with additional instructions.

Chapter 10—Protected-Mode System Architecture OverviewChapter 10 describes the
features of the Pentium processor used by system programmers. System-oriented registe
and data structures of the Pentium processor which are mentioned briefly in Part | are
discussed in detail. The system-oriented instructions are introduced in the context of the
registers and data structures they support. References to the chapters in which each regist
data structure, and instruction is discussed in more detail.

Chapter 11—Protected-Mode Memory ManagementThis chapter presents details of the
data structures, registers, and instructions which support segmentation and paging ar
explains how system designers can choose between an unsegmented (“flat") model ¢
memory organization and a model with segmentation.

Chapter 12—Protection: This chapter discusses protection as it applies to segments and
pages. It explains the implementation of privilege rules, stack switching, pointer validation,
user and supervisor modes. The protection aspects of multitasking are deferred until th
following chapter.

Chapter 13—Protected-Mode Multitasking: Chapterl3 explains how the hardware of the
Pentium processor supports multitasking with context-switching operations and intertask
protection.

Chapter 14—Protected-Mode Exceptions and Interrupts:This chapter explains the basic
interrupt mechanisms of the Pentium processor, shows how interrupts and exceptions rela
to protection, discussedl possible exceptions including floating-point exceptions, listing
causes and including information needed to handle and recover from each exception.

Chapter 15—Input/Output: Chapter 15 describes the 1/O features of the Pentium processor,
including /O instructions, protection as it relates to I/O, and the 1/O permission bit map.

Chapter 16—lInitialization and Mode Switching: Chapter 16 defines the condition of the
processor and floating-point unit after reset initialization. It explains how to set up registers,
flags, and data structures. The steps necessary for switching between real-address a
protected modes are also identified.

Chapter 17—Debugging:Chapter 17 discusses how to use the debugging registers and other
debug features of the Pentium processor.

Chapter 18—Caching, Pipelining and Buffering: Chapter 18 explains the general concept

of caching and the specific mechanisms used by the internal cache on the Pentium process
It explains how the superscalar pipeline architecture of the Pentium processor and the
Translation Lookaside Buffer (TLB) relate to the system programmer.
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Chapter 19—Multiprocessing: Chapter 19 explains the instructions and flags which support
multiple processors with shared memory.

Chapter 20—System Management ModeThis chapter explains the operation of SMM
used to implement power management functions. Some possible customer differentiation
features are mentioned.

1.1.3. Part lll—Compatibility

This section explains the features of the architecture which support programs written for
earlier Intel processors. Three execution modes have support for 16-bit programming: 16-bit
operations can be performed in protected mode with or without using the operand-size prefix,
programs written for the 8086 processor or the real mode of the Intel 286 processor can run
in real mode on one of the 32-bit microprocessors, and a virtual machine monitor can be used
to emulate real mode using virtual-8086 mode, even while multitasking with 32-bit
programs.

Chapter 21—Mixing 16-Bit and 32-Bit Code:This chapter explains how to mix 16-bit and
32-bit modules within the same program or task. Any particular module can use both 16-bit
and 32-bit operands and addresses.

Chapter 22—Virtual-8086 Mode: Chapter 22 describes how to execute one or more 8086,
8088, 80186 or 80188 programs in a Pentium processor protected-mode environment.

Chapter 23—Compatibility: This chapter explains the programming differences between
the Intel 286, Intel386, and Intel486 processors. This chapter compares the floating-point unit
of the Intel486 and Pentium processors with the arithmetic of the numerics coprocessors used
with earlier Intel processors.

1.1.4. Part IV—Optimization

Chapter 24 discusses general optimization techniques for programming in the Intel
architecture environment. For additional information refer to AP-ZD@mizations for
Intel's 32-Bit Processor®order number 241799.

1.1.5. Part V—Instruction Set

Parts |, Il and lll present the general features of the instruction set as they relate to specific
aspects of the architecture. Part V, Chapter 25, presents the instructions in alphabetical order,
with detail needed by assembly language programmers and programmers of debuggers,
compilers, operating systems, etc. Instruction descriptions include an algorithmic description
of operations, effect on flag settings, effect of operand- and address-size attributes, and
exceptions which may be generated.
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1.1.6. Appendices

The appendices present tables of encodings and other details in a format designed for quic
reference by programmers.

1.2. RELATED LITERATURE

The following books contain additional material related to Intel processors:

® Pentiun® Processor Data BoglOrder Number 241428

® 82496 Cache Controller and 82491 Cache SRAM Data Book For Use With the Fentium
ProcessoyOrder Number 241429

* Intel486™Microprocessor Data BoglOrder Number 240440

® Intel486™ Processor Hardware Reference Manualder Number 240552

®* Intel486™ DX Processor Programmer’s Reference ManQatler Number 240486

®* Intel486™ SX CPU/Intel487™ SX Math CoProcessor Data BGoter Number 240950
* Intel486™ DX2 Microprocessor Data BooRrder Number 241245

* Intel486™ Microprocessor Product Brief BqdRrder Number 240459

®* Intel386™ Processor Hardware Reference Man@ader Number 231732

®* Intel386™ DX Processor Programmer’s Reference ManQatler Number 230985

* [ntel386™ SX Processor Programmer's Reference Mafraler Number 240331

®* Intel386™ Processor System Software Writer's Guteer Number 231499

* Intel386™ High-Performance 32-Bit CHMOS Microprocessor with Integrated Memory
ManagementOrder Number 231630

® 376™ Embedded Processor Programmer's Reference Madt@gr Number 240314
® 80387 DX User's Manual Programmer's Referer@eler Number 231917

® 376™ High-Performance 32-Bit Embedded ProcesSuder Number 240182

* Intel386™ SX Microprocessp®©rder Number 240187

® Microprocessor and Peripheral Handbo¢kol. 1), Order Number 230843

1.3. NOTATIONAL CONVENTIONS

This manual uses special notation for data-structure formats, for symbolic representation o
instructions, and for hexadecimal numbers. A review of this notation makes the manual
easier to read.

1-5
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1.3.1. Bit and Byte Order

In illustrations of data structures in memory, smaller addresses appear toward the bottom of
the figure; addresses increase toward the top. Bit positions are numbered from right to left.
The numerical value of a set bit is equal to two raised to the power of the bit position. The

Pentium processor is a "little endian” machine; this means the bytes of a word are numbered
starting from the least significant byte. Figure 1-1 illustrates these conventions.

DATA STRUCTURE
31 23 15 7 0 <€—— BIT OFFSET

GREATEST 28

ADDRESS 24
20
16
12
8
4  SMALLEST

BYTE3 __BYIE2 BYIELl BYIEO 0 ADDRESS

BYTE OFFSET

APM87

Figure 1-1. Bit and Byte Order

1.3.2. Undefined Bits and Software Compatibility

In many register and memory layout descriptions, certain bits are markeseaged When

bits are marked as undefined or reserved, it is essential for compatibility with future
processors that software treat these bits as having a future, though unknown, effect. The
behavior of reserved bits should be regarded as not only undefined, but unpredictable.
Software should follow these guidelines in dealing with reserved bits:

®* Do not depend on the states of any reserved bits when testing the values of registers
which contain such bits. Mask out the reserved bits before testing.

®* Do not depend on the states of any reserved bits when storing to memory or to a register.

®* Do not depend on the ability to retain information written into any reserved bits.

®* When loading a register, always load the reserved bits with the values indicated in the
documentation, if any, or reload them with values previously read from the same
register.
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NOTE

Depending upon the values of reserved register bits will make software
dependent upon the unspecified manner in which the processor handles
these bits. Depending upon reserved values risks incompatibility with future
processors. AVOID ANY SOFTWARE DEPENDENCE UPON THE
STATE OF RESERVED Pentium PROCESSOR REGISTER BITS.

1.3.3. Instruction Operands

When instructions are represented symbolically, a subset of the assembly language for tt
Pentium processor is used. In this subset, an instruction has the following format:

label: mnemonic argument1, argument2, argument3

where:

® A labelis an identifier which is followed by a colon.

® A mnemonids a reserved name for a class of instruction opcodes which have the same
function.

®* The operandsirgument] argument2 andargument3are optional. There may be from
zero to three operands, depending on the opcode. When present, they take the form
either literals or identifiers for data items. Operand identifiers are either reserved name:
of registers or are assumed to be assigned to data items declared in another part of tl
program (which may not be shown in the example).

When two operands are present in an arithmetic or logical instruction, the right operand is th
source and the left operand is the destination.

For example:

LOADREG: MOV EAX, SUBTOTAL

In this example LOADRERG is a label, MOV is the mnemonic identifier of an opcode, EAX is

the destination operand, and SUBTOTAL is the source operand. Some assembly languagt
put the source and destination in reverse order.

1.3.4. Hexadecimal Numbers

Base 16 numbers are represented by a string of hexadecimal digits followed by the charact
H. A hexadecimal digit is a character from the set (0, 1, 2, 3,4,5,6,7,8,9, A, B, C, D, E,
F). A leading zero is added if the number would otherwise begin with one of the digits A-F.
For example, OFH is equivalent to the decimal number 15.

Numbers are usually expressed in decimal notation (base 10). When hexadecimal (base 1
numbers are used, they are indicated by an ‘H’ suffix. For example 16 = 10H.

1-7
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1.3.5. Segmented Addressing

The processor uses byte addressing. This means memory is organized and accessed as a
sequence of bytes. Whether one or more bytes are being accessed, a byte number is used to
address memory. The memory which can be addressed with this number is callieless

space

The processor also supports segmented addressing. This is a form of addressing where a
program may have many independent address spaces, safietents For example, a
program can keep its code (instructions) and stack in separate segments. Code addresses
would always refer to the code space, and stack addresses would always refer to the stack
space. An example of the notation used to show segmented addresses is shown below.

CS:EIP

This example refers to a byte within the code segment. The byte number is held in the EIP
register. CS identifies the code segment.

1.3.6. Exceptions

An exception is an event which typically occurs when an instruction causes an error For

example, an attempt to divide by zero generates an exception. However, some exceptions,
such as breakpoints, occur under other conditions. Some types of exceptions may provide
error codes. An error code reports additional information about the error. Error codes are

produced only for some exceptions. An example of the notation used to show an exception
and error code is shown below.

#PF(fault code)

This example refers to a page-fault exception under conditions where an error code naming a
type of fault is reported. Under some conditions, exceptions which produce error codes may
not be able to report an accurate code. In this case, the error code is zero, as shown below.

#GP(0)

See Chapter 14, Protected-Mode Exceptions and Interrupts, for a list of exception mnemonics
and their description.
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CHAPTER 2

INTRODUCTION TO THE INTEL PENTIUM®
PROCESSOR FAMILY

In 1985, Intel introduced the first in a line of 32-bit microprocessors compatible with the

already broad base of existing Intel architecture software. That was the Intel386
microprocessor. The Intel 32-bit architecture has since grown to become the standard fc
cost-effective, high performance computing with an installed base of over 40 million units.

Intel has continued to evolve and improve the basic implementation by incorporating the
most advanced computer design and silicon technology. The Intel Pentium family is the mos
recent product of that effort.

The Intel Pentium processor, like its predecessor the Intel486 microprocessor, is fully
software compatible with the installed base of over 100 million compatible Intel architecture
systems. In addition, the Intel Pentium processor provides new levels of performance to nev
and existing software through a reimplementation of the Intel 32-bit instruction set
architecture using the latest, most advanced, design techniques. Optimized, dual executic
units provide one-clock execution for "core" instructions, while advanced technology, such
as superscalar architecture, branch prediction, and execution pipelining, enables multipl
instructions to execute in parallel with high efficiency. Separate code and data cache:
combined with wide 128-bit and 256-bit internal data paths and a 64-bit, burstable, externa
bus allow these performance levels to be sustained in cost-effective systems. The applicatic
of this advanced technology in the Intel Pentium processor brings "state of the art"
performance and capability to existing Intel architecture software as well as new and
advanced applications.

The Pentium processor has two primary operating modes and a "system management modk
The operating mode determines which instructions and architectural features are accessibl
These modes are:

* Protected Mode

This is the native state of the microprocessor. In this mode all instructions and
architectural features are available, providing the highest performance and capability.
This is the recommended mode that all new applications and operating sgbtaiits
target.

Among the capabilities of protected mode is the ability to directly execute "real-address
mode" 8086 software in a protected, multi-tasking environment. This feature is known as
Virtual-8086 "mode" (or "V86 mode"). Virtual-8086 "mode" however, is not actually a
processor "mode," it is in fact an attribute which can be enabled for any task (with
appropriate software) while in protected mode.

* Real-Address Mode (also called "real mode")

This mode provides the programming environment of the Intel 8086 processor, with a
few extensions (such as the ability to break out of this mode). Reset initialization places
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the processor in real mode where, with a single instruction, it can switch to protected
mode.

System Management Mode

The Pentium microprocessor also provides support for System Management Mode
(SMM). SMM is a standard architectural feature uniqualtmew Intel microprocessors,
beginning with the Intel386 SL processor, which provides an operating-system and
application independent and transparent mechanism to implement system power
management and OEM differentiation features. SMM is entered through activation of an
external interrupt pin (SMI#), which switches the CPU to a separate address space while
saving the entire context of the CPU. SMM-specific code may then be executed
transparently. The operation is reversed upon returning.
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CHAPTER 3
BASIC PROGRAMMING MODEL

This chapter describes the application programming environment (except for the floating-
point features) as seen by assembly-language programmers. The chapter introduces t
architectural features which directly affect the design and implementation of application
programs. Floating-point applications are described separately in Chapter 6.

The basic programming model consists of these parts:

® Memory organization

®* Datatypes

® Registers

® Instruction format

® Operand selection

® Interrupts and exceptions

Note that input/output is not included as part of the basic programming model. System
designers can choose to make I/O instructions available to applications or can choose t
reserve these functions for the operating system. For this reason, the I/O features ai
discussed in Chapter 9 and Chapter 15.

This chapter contains a section for each feature of the architecture normally visible to
applications.

3.1. MEMORY ORGANIZATION

The memory on the bus of a Pentium processor is cphgsical memorylt is organized as
a sequence of 8-bit bytes. Each byte is assigned a unique address, palystta address
which ranges from zero to a maximum &f-2L (4 gigabytes).

Memory management is a hardware mechanism for making reliable and efficient use o
memory. When memory management is used, programs do not directly address physic:
memory. Programs address a memory model, caifethl memory

Memory management consists of segmentation and paging. Segmentation is a mechanism f
providing multiple, independent address spaces. Paging is a mechanism to support a model
a large address space in RAM using a small amount of RAM and some disk storage. Either ¢
both of these mechanisms can be used. An address issued by a proglagiced address
Segmentation hardware translates a logical address into an address for a continuou
unsegmented address space, calldihear address Paging hardware translates a linear
address into a physical address.
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Memory can appear as a single, "flat" address space like physical memory. Or, it can appear
as one or more independent memory spaces, caigthentsSegments can be assigned
specifically for holding a program's code (instructions), data, or stack. In fact, a single
program can have up to 16,383 segments of different sizes and kinds. Segments can be used
to increase the reliability of programs and systems. For example, a program's stack can be
put into a different segment than its code to prevent the stack from growing into the code
space and overwriting instructions with data. Each segment defines a module.

Both the flat and segmented models can provide memory protection. Models intermediate
between these extremes also can be chosen. The reasons for choosing a particular memory
model and the manner in which system programmers implement a model are discussed in
Chapter 11.

Whether or not multiple segments are used, logical addresses are translated into linear
addresses by treating the address as an offset into a segment. Each segmspghmeia
descriptor which holds its base address and size limit. If the offset does not exceed the limit,
and no other condition exists which would prevent reading the segment, the offset and base
address are added together to form the linear address.

The linear address produced by segmentation is used directly as the physical address if bit 31
of the CRO register is clear (the CRO register is discussed in Chapter 10). This register bit

controls whether paging is used or not used. If the bit is set, the paging hardware is used to
translate the linear address into the physical address.

The paging hardware gives another level of organization to memory. It breaks the linear
address space into fixed blocks calfabes The logical address space is mapped into the
linear address space, which is mapped into some number of pages. A page can be in memory
or on disk. When a logical address is issued, it is translated into an address for a page in
memory, or an exception is issued. An exception gives the operating system a chance to read
the page from disk and update the page mapping. The program which generated the
exception then can be restarted without generating an exception.

If multiple segments are used, they are part of the programming environment seen by
application programmers. Paging, however, is invisible to the application programmer and is
not discussed in this chapter. See Chapter 11 for details on this subject.

3.1.1. Unsegmented or "Flat" Model

The simplest memory model is the flat model. Although there isn't a mode bit or control
register which turns off the segmentation mechanism, the same effect can be achieved by
mapping all segments to the same linear addresses. This will cause all memory operations to
refer to the same memory space.

In a flat model, segments can cover the entire range of physical addresses, or they can cover
only those addresses which are mapped to physical memory. The advantage of the smaller
address space is it provides a minimum level of hardware protection against software bugs;
an exception will occur if any logical address refers to an address for which no memory
exists.
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3.1.2. Segmented Model

In a segmented model of memory organization, the logical address space consists of as ma
as 16,383 segments of up to 4 gigabytes each, or a total as laffebgte® (64 terabytes).

The processor maps this 64 terabyte logical address space onto the physical address space
the address translation mechanism described in Chapter 11. Application programmers ca
ignore the details of this mapping. The advantage of the segmented model is that offset
within each address space are separately checked and access to each segment can
individually controlled.

A pointer into a segmented address space consists of two parts (see Figure 3-1).

1. Asegment selectpwhich is a 16-bit field which identifies a segment.
2. Anoffset which is a 32-bit byte address within a segment.

N OPERAND —
! J
15 0
- SEGMENT SELECTOR
31 0
- OFFSET WITHIN SEGMENT

APM48

Figure 3-1. Segmented Addressing

The processor uses the segment selector to find the linear address of the beginning of tt
segment, called thease addres$rograms access memory using fixed offsets from this base
address, so an object-code module can be loaded into memory and run without changing tt
addresses it uses (dynamic linking). The size of a segment is defined by the programmer, sc
segment can be exactly the size of the module it contains.
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3.2. DATATYPES

Bytes, words, doublewords, and quadwords are the principal data types (see Figure 3-2). A
byte is eight bits. The bits are numbered 0 through 7, bit 0 being the least significant bit
(LSB).

7 0
BYTE BYTE
Address
N
15 7 0
HIGH LOW WORD
BYTE BYTE
Address  Address
N+1 N
31 15 0
HIGH WORD LOW WORD DOUBLEWORD

Address Address Address Address
N+3 N+2 N+1 N

63 47 31 15 0
T 1
HIGH DOUBILEWORD Low DOUBILEWORD QUADWORD

Address Address Address  Address Address Address Address Address

N+7 N+6 N+5 N+4 N+3 N+2 N+1 N
APM46

Figure 3-2. Fundamental Data Types

A word is two bytes occupying any two consecutive addresses. A word contains 16 bits. The
bits of a word are numbered from 0 through 15, bit 0 again being the least significant bit. The
byte containing bits 0-7 of the word is called tbe byte the byte containing bits 8-15 is
called thehigh byte The low byte is stored in the byte with the lower address. The address of
the low byte also is the address of the word. The address of the high byte is used only when
the upper half of the word is being accessed separately from the lower half.

A doubleword is four bytes occupying any four consecutive addresses. A doubleword
contains 32 bits. The bits of a doubleword are numbered from 0 through 31, bit 0 again being
the least significant bit. The word containing bits 0-15 of the doubleword is callddvthe

word; the word containing bits 16-31 is called thigh word The low word is stored in the

two bytes with the lower addresses. The address of the lowest byte is the address of the
doubleword. The higher addresses are used only when the upper word is being accessed
separately from the lower word, or when individual bytes are being accessed.

A quadword is eight bytes occupying any eight consecutive addresses. A quadword contains
64 bits. The bits of a quadword are numbered from 0 to 64 with bit O being the least
significant bit. The doubleword containing bits 0-31 is called the low doubleword and the
doubleword containing bits 32-63 is called the high doubleword. The low doubleword is

34
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stored in the four bytes with the lower addresses. The higher addresses are used only wh
the upper doubleword is being accessed separately from the lower doubleword, or whel
individual bytes are being accessed. Figure 3-3 illustrates the arrangement of bytes withil
words, doublewords and quadwords.

DOUBLEWORD AT ADDRESS 0AH OEH
CONTAINS 7AFE0636H A
7A ODH
WORD AT ADDRESS 0BH FE 0CH
CONTAINS FEO6H
06 0BH
¢ 36 0AH | QUADWORD AT ADDRESS 6
BYTE AT ADDRESS 9 CONTAINS 7AFE06361FA4230BH
CONTAINS 1FH 1F 9H
$ A4 8H
23 7H
WORD AT ADDRESS 6
CONTAINS 230BH 0B 6H Y

5H

4H

WORD AT ADDRESS 2 74 3H

CONTAINS 74CBH “a
$ CcB 2H

WORD AT ADDRESS 1

CONTAINS CB31H 31 1H

OH

APM43

Figure 3-3. Bytes, Words, Doublewords and Quadwords in Memory

Note that words do not need to be aligned at even-numbered addresses, doublewords do 1
need to be aligned at addresses evenly divisible by four, and quadwords do not need to |
aligned at addresses evenly divisible by eight. This allows maximum flexibility in data

structures (e.g., records containing mixed byte, word, and doubleword items) and efficiency
in memory utilization. Because the Pentium processor has a 64-bit data bus, communicatio
between processor and memory takes place as byte, word, doubleword and quadwor
transfers. Data can be accessed at any byte boundary, but multiple cycles can be required |
unaligned transfers. The Pentium processor considers a 2-byte or 4-byte operand that cross
a 4-byte boundary and an 8-byte operand that crosses an 8-byte boundary to be misaligne
For maximum performance, data structures (especially stacks) should be designed s
whenever possible, word operands are aligned to even addresses, doubleword operands
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aligned to addresses evenly divisible by four, and quadwords are aligned to addresses evenly
divisible by eight.
Although bytes, words, and doublewords are the fundamental types of operands, the

processor also supports additional interpretations of these operands. Specialized instructions
recognize the following data types (shown in Figure 3-4):

® Integer A signed binary number held in a 32-bit doubleword, 16-bit word, or 8-bit byte.
All operations assume a two's complement representation. The sign bit is located in bit 7
in a byte, bit 15 in a word, and bit 31 in a doubleword. The sign bit is set for negative
integers, clear for positive integers and zero. The value of an 8-bit integer is from —128
to +127; a 16-bit integer from —32,768 to +32,767; a 32-bit integer frofrte-2 2 —1.

® Ordinal: An unsigned binary number contained in a 32-bit doubleword, 16-bit word, or
8-bit byte. The value of an 8-bit ordinal is from 0 to 255; a 16-bit ordinal from 0 to
65,535; a 32-bit ordinal from 0 t¢2- 1. This is sometimes referred to as an unsigned
integer.

® BCD Integer A representation of a binary-coded decimal (BCD) digit in the range 0
through 9. Unpacked decimal numbers are stored as unsigned byte quantities. One digit
is stored in each byte. The magnitude of the number is the binary value of the low-order
half-byte; values 0 to 9 are valid and are interpreted as the value of a digit. The high-
order half-byte must be zero during multiplication and division; it can contain any value
during addition and subtraction.

® Packed BCD IntegelA representation of binary-coded decimal digits, each in the range
0 to 9. One digit is stored in each half-byte, two digits in each byte. The digit in bits 4 to
7 is more significant than the digit in bits 0 to 3. Values 0 to 9 are valid for a digit.

® Near Pointer A 32-bit effective address. A near pointer is an offset within a segment.
Near pointers are used for all pointers in a flat memory model, or for references within a
segment in a segmented model.

® Far Pointer. A 48-bit logical address consisting of a 16-bit segment selector and a 32-bit
offset. Far pointers are used in a segmented memory model to access other segments.

® Bit Field: A contiguous sequence of bits. A bit field can begin at any bit position of any
byte and can contain up to 32 bits.

® Bit String A contiguous sequence of bits. A bit string can begin at any bit position of
any byte and can contain up 721 bits.

® Byte String A contiguous sequence of bytes, words, or doublewords. A string can
contain from zero to% — 1 bytes (4 gigabytes).

®* Floating-Point Types For a discussion of the data types used by floating-point
instructions, see Chapter 6.
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Figure 3-4. Data Types
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3.3. REGISTERS

The processor contains sixteen registers which can be used by an application programmer. As
Figure 3-5 shows, these registers can be grouped as:

1. General registers. These eight 32-bit registers are free for use by the programmer.

2. Segment registers. These registers hold segment selectors associated with different forms
of memory access. For example, there are separate segment registers for access to code
and stack space. These six registers determine, at any given time, which segments of
memory are currently available.

3. Status and control registers. These registers report and allow modification of the state of
the processor.

3.3.1. General Registers

The general registers are the 32-bit registers EAX, EBX, ECX, EDX, EBP, ESP, ESI, and
EDI. These registers hold operands for logical and arithmetic operations. They also can hold
operands for address calculations (except the ESP register cannot be used as an index
operand). The names of these registers are derived from the names of the general registers on
the 8086 processor, the AX, BX, CX, DX, BP, SP, SI, and DI registers. As Table 3-1 shows,
the low 16 bits of the general registers can be referenced using these names.

Each byte of the 16-bit registers AX, BX, CX, and DX also has another name. The byte
registers are named AH, BH, CH, and DH (high bytes) and AL, BL, CL, and DL (low bytes).

All of the general-purpose registers are available for address calculations and for the results
of most arithmetic and logical operations; however, a few instructions assign specific
registers to hold operands. For example, string instructions use the contents of the ECX, ESI,
and EDI registers as operands. By assigning specific registers for these functions, the
instruction set can be encoded more compactly. The instructions that use specific registers
include: double-precision multiply and divide, 1/0O, strings, translate, loop, variable shift and
rotate, and stack operations.
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GENERAL REGISTERS

3l 23 15 ! 0 16-BIT 32-BIT
AH AL AX  EAX
DH DL DX  EDX
CH cL cX  ECX
BH BL BX  EBX
BP EBP
sl ESI
DI EDI
SP ESP

SEGMENT REGISTERS

15 0
Cs
SS
DS
ES
FS
GS
STATUS AND CONTROL REGISTERS
31 0
EFLAGS
EIP
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Figure 3-5. Application Register Set
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Table 3-1. Register Names

8-Bit 16-Bit 32-Bit

AL AX EAX
AH

BL BX EBX
BH

CL CX ECX
CH

DL DX EDX
DH

Sl ESI

DI EDI

BP EBP

SP ESP

3.3.2. Segment Registers

Segmentation gives system designers the flexibility to choose among various models of
memory organization. Implementation of memory models is the subject of Chapter 11.

The segment registers contain 16-bit segment selectors, which index into tables in memory.
The tables hold the base address for each segment, as well as other information regarding
memory access. An unsegmented model is created by mapping each segment to the same
place in physical memory, as shown in Figure 3-6.

At any instant, up to six segments of memory are immediately available. The segment
registers CS, DS, SS, ES, FS, and GS hold the segment selectors for these six segments. Each
register is associated with a particular kind of memory access (code, data, or stack). Each
register specifies a segment, from among the segments used by the program (see Figure 3-7).
Other segments can be used by loading their segment selectors into the segment registers.

The segment containing the instructions being executed is calledotle segmentlts
segment selector is held in the CS register. The processor fetches instructions from the code
segment, using the contents of the EIP register as an offset into the segment. The CS register
is loaded as the result of interrupts, exceptions, and instructions which transfer control
between segments (e.g., the CALL, RET and JMP instructions).

Before a procedure is called, a region of memory needs to be allocated for a stack. The stack
holds the return address, parameters passed by the calling routine, and temporary variables
allocated by the procedure. All stack operations use the SS register to find the stack segment.
Unlike the CS register, the SS register can be loaded explicitly, which permits application
programs to set up stacks.
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Figure 3-6. An Unsegmented Memory
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Figure 3-7. A Segmented Memory
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The DS, ES, FS, and GS registers allow as many as four data segments to be available
simultaneously. Four data segments give efficient and secure access to different types of data
structures. For example, separate data segments can be created for the data structures of the
current module, data exported from a higher-level module, a dynamically-created data
structure, and data shared with another program. If a bug causes a program to run wild, the
segmentation mechanism can limit the damage to only those segments allocated to the
program.

Depending on the structure of data (i.e., the way data is partitioned into segments), a program
can require access to more than four data segments. To access additional segments, the DS,
ES, FS, and GS registers can be loaded by an application program during execution. The only
requirement is to load the appropriate segment register before accessing data in its segment.

A base address is kept for each segment. To address data within a segment, a 32-bit offset is
added to the segment's base address. Once a segment is selected (by loading the segment
selector into a segment register), an instruction only needs to specify the offset. An operand
within a data segment is addressed by specifying its offset either in an instruction or a
general register. Simple rules define which segment register is used to form an address when
only an offset is specified.

3.3.3. Stack Implementation

Stack operations are supported by three registers:

1. Stack Segment (SS) RegisteiStacks reside in memory. The number of stacks in a
system is limited only by the maximum number of segments. A stack can be up to 4
gigabytes long, the maximum size of a segment. One stack is available at a time—the
stack whose segment selector is held in the SS register. This is the current stack, often
referred to simply as "the" stack. The SS register is used automatically by the processor
for all stack operations.

2. Stack Pointer (ESP) Register.The ESP register holds an offset to the top-of-stack
(TOS) in the current stack segment. It is usedPbygHand POP operations, subroutine
calls and returns, exceptions, and interrupts. When an item is pushed onto the stack (see
Figure 3-8), the processor decrements the ESP register, then wriiesnibat the new
TOS. When an item is popped off the stack, the processor copies it from the TOS, then
increments the ESP register. In other words, the stack giowain memory toward
lesser addresses.

3. Stack-Frame Base Pointer (EBP) RegisteThe EBP register typically is used to access
data structures passed on the stack. For example, on entering a subroutine the stack
contains the return address and some number of data structures passed to the subroutine.
The subroutine adds to the stack whenever it needs to create space for temporary local
variables. As a result, the stack pointer gets incremented and decremented as temporary
variables are pushed and popped. If the stack pointer is copied into the base pointer
before anything is pushed on the stack, the base pointer can be used to reference data
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structures with fixed offsets. If this is not done, the offset to access a particular data
structure would change whenever a temporary variable is allocated or de-allocated.

When the EBP register is used to address memory, the current stack segment i
referenced (i.e., the SS segment). Because the stack segment does not have to
specified, instruction encoding is more compact. The EBP register also can be used t
address other segments.

Instructions, such as the ENTER and LEAVE instructions, are provided which
automatically set up the EBP register for convenient access to variables.

STACK SEGMENT

31 0

BOTTOM OF STACK
(INITIAL ESP VALUE)

SUBROUTINE
PASSED
VARIABLES

e EBP

TOP OF STACK e ESP

LOWER ADDRESSES HIGHER ADDRESSES

PUSHES PUT THE POPS PUT THE
TOP OF STACK AT ¢ TOP OF STACK AT

APM50

Figure 3-8. Stacks

3.3.4. Flags Register

Condition codes (e.g., carry, sign, overflow) and mode bits are kept in a 32-bit register
named EFLAGS. Figure 3-9 defines the bits within this register.

The flags control certain operations and indicate the status of the Pentium processor. Besidk
status and control flag bits, the flag register also contains system flags. See Chapter 10 for
description of the system and control flags.
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3.3.4.1. STATUS FLAGS

The status flags of the EFLAGS register report the kind of result produced from the
execution of arithmetic instructions, such as ADD, SUB, MUL, and DIV. The MOV
instruction does not affect these flags. Conditional jumps and subroutine calls allow a
program to sense the state of the status flags and respond to them. For example, when the
counter controlling a loop is decremented to zero, the state of the ZF flag changes, and this
change can be used to suppress the conditional jump to the start of the loop. The status flags
are shown in Table 3-2.

31/530/29/28/27/26/25/24/25/22/21/20/19/18/17/16/15/74/13 12/11/10/9/8/7 /6/5 /4/3/2 /71 /0,
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VIRTUAL INTERRUPT PENDING (VIP)

VIRTUAL INTERRUPT FLAG (VIF)
ALIGNMENT CHECK (AC)

VIRTUAL 8086 MODE (VM)
RESUME FLAG (RF)
NESTED TASK (NT)
I/0 PRIVILEGE LEVEL (IOPL)
OVERFLOW FLAG (OF)
DIRECTION FLAG (DF)
INTERRUPT ENABLE FLAG (IF)
TRAP FLAG (TF)
SIGN FLAG (SF)
ZERO FLAG (ZF)
AUXILIARY CARRY FLAG (AF)
PARITY FLAG (PF)
CARRY FLAG (CF)

| VIR

M[F|™|T

—oTO—
T
T
T
T
T
T
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D BIT POSITIONS SHOWN AS 0 OR 1 ARE INTEL RESERVED.
DO NOT USE. ALWAYS SET THEM TO THE VALUE PREVIOUSLY READ.

APM45

Figure 3-9. EFLAGS Register

Table 3-2. Status Flags

Name Purpose Condition Reported
OF Overflow Result exceeds positive or negative limit of number range
SF Sign Result is negative (less than zero)
ZF Zero Result is zero
AF Auxiliary carry Carry out of bit position 3 (used for BCD)
PF Parity Low byte of result has even parity (even number of set bits)
CF Carry flag Carry out of most significant bit of result
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3.3.4.2. CONTROL FLAG

The control flag DF of the EFLAGS register controls string instructions.
DF (Direction Flag, bit 10)

Setting the DF flag causes string instructions to auto-decrement, that is, to process string
from high addresses to low addresses. Clearing the DF flag causes string instructions to aut
increment, or to process strings from low addresses to high addresses.

3.3.5. Instruction Pointer

The instruction pointer (EIP) register contains the offset in the current code segment for the
next instruction to execute. The instruction pointer is not directly available to the
programmer; it is controlled implicitly by control-transfer instructions (jumps, returns, etc.),
interrupts, and exceptions.

The EIP register is advanced from one instruction boundary to the next. Because o
instruction prefetching, it is only an approximate indication of the bus activity which loads
instructions into the processor. See Chapter 18 for detailed information on prefetching.

3.4. INSTRUCTION FORMAT

The information encoded in an instruction includes a specification of the operation to be
performed, the type of the operands to be manipulated, and the location of these operands.
an operand is located in memory, the instruction also must select, explicitly or implicitly, the
segment which contains the operand.

An instruction can have various parts and formats. The exact format of instructitsvis

in Appendix A; the parts of an instruction are described below. Of these parts, only the
opcode is always present. The other parts may or may not be present, depending on tl
operation involved and the location and type of the operands. The parts of an instruction, i
order of occurrence, are listed below:

® Prefixes: one or more bytes preceding an instruction which modify the operation of the
instruction. The following prefixes can be used by application programs:

1. Segment override—explicitly specifies which segment register an instruction should
use, instead of the default segment register. The segment override prefixes include:

2EH  CS segment override prefix
36H SS segment override prefix
26H ES segment override prefix
65H GS segment override prefix

2. Address size (67H)—switches between 16- and 32-bit addressing. Eithearsibe
the default; this prefix selects the non-default size.
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3-16

3. Operand size (66H)—switches between 16- and 32-bit data size. Eitheasibe
the default; this prefix selects the non-default size.

4. Repeat—used with a string instruction to cause the instruction to be repeated for
each element of the string. The repeat prefixes include:

F3H REP prefix (used only with string instructions)
F3H REPE/REPZ prefix (used only with string instructions)
F2h REPNE/REPNZ prefix (used only with string instructions)

5. Lock (OFOH)] used to ensure exclusive use of shared memory in multiprocessor
environments. This prefix can only be used with the following instructions: BTS,
BTR, BTC, XCHG, ADD, OR, ADC, SBB, AND, SUB, XOR, NOT, NEG, INC,
DEC, CMPXCHG, CMPXCH8B, XADD

Zero or one bytes are reserved for each group of prefixes. The prefixes are grouped as
follows:

O Instruction Prefixes: REP, REPE/REPZ, REPNE/REPNZ, LOCK
0 Segment Override Prefixes: CS, SS, DS, ES, FS, GS

0 Operand Size Override

O Address Size Override

For each instruction, one prefix may be used from each group. The effect of redundant
prefixes (more than one prefix from a group) is undefined and may vary from processor
to processor.

Opcode: specifies the operation performed by the instruction. Some operations have
several different opcodes, each specifying a different form of the operation.

Register specifier: an instruction can specify one or two register operands. Register
specifiers occur either in the same byte as the opcode or in the same byte as the
addressing-mode specifier.

Addressing-mode specifierwhen present, specifies whether an operand is a register or
memory location; if in memory, specifies whether a displacement, a base register, an
index register, and scaling are to be used.

SIB (scale, index, base) bytewhen the addressing-mode specifier indicates the use of
an index register to calculate the address of an operand, an SIB byte is included in the
instruction to encode the base register, the index register, and a scaling factor.

Displacement: when the addressing-mode specifier indicates a displacement will be
used to compute the address of an operand, the displacement is encoded in the
instruction. A displacement is a signed integer of 32, 16, or 8 bits. The 8-bit form is used
in the common case when the displacement is sufficiently small. The processor extends
an 8-bit displacement to 16 or 32 bits, taking into account the sign.
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® Immediate operand: when present, directly provides the value of an operand.
Immediate operands can be bytes, words, or doublewords. In cases where an 8-b
immediate operand is used with a 16- or 32-bit operand, the processor extends the eigh
bit operand to an integer of the same sign and magnitude in the larger size. In the sam
way, a 16-bit operand is extended to 32 bits.

3.5. OPERAND SELECTION

An instruction acts on zero or more operands. An example of a zero-operand instruction i
the NOP instruction (no operation). An operand can be held in any of these places:
® In the instruction itself (an immediate operand).

® In a register (in the case of 32-bit operands, EAX, EBX, ECX, EDX, ESI, EDI, ESP, or
EBP; in the case of 16-bit operands AX, BX, CX, DX, SI, DI, SP, or BP; in the case of
8-bit operands AH, AL, BH, BL, CH, CL, DH, or DL; the segment registers; or the
EFLAGS register for flag operations). Use of 16-bit register operands requires use of the
16-bit operand size prefix if the current default operand size is 32 bits. (See Chapter 1:
for information on setting the D-bit in the code segment descriptor to control default
operand size.)

® In memory.
® Atanl/O port. See Chapter 15 for information on 1/O.

Register and immediate operands are available on-chip—the latter because they ai
prefetched as part of interpreting the instruction. Memory operands residing in the on-chig
cache can be accessed just as fast for most instructions.

Of the instructions which have operands, some specify operands implicitly; others specify
operands explicitly; still others use a combination of both. For example:

Implicit operand: AAM

By definition, AAM (ASCII adjust for multiplication) operates d@he contents of the AX
register.

Explicit operand:XCHG EAX, EBX
The operands to be exchanged are encoded in the instruction with the opcode.
Implicit and explicit operand®USH COUNTER

The memory variable COUNTER (the explicit operand) is copied to the top of the stack (the
implicit operand).

Note that most instructions have implicit operands. All arithmetic instructions, for example,
update the EFLAGS register.

An instruction carexplicitly reference one or two operands. Two-operand instructions, such
as MOV, ADD, and XOR, generally overwrite one of the two participating operands with the
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result. This is one difference between tbaurce operand(the one unaffected by the
operation) and thdestination operangthe one overwritten by the result).

For most instructions, one of the two explicitly specified operands—either the source or the
destination—can be either in a register or in memory. The other operand must be in a register
or it must be an immediate source operand. This puts the explicit two-operand instructions
into the following groups:

® Register to register

® Register to memory

® Memory to register

®* Immediate to register

®* Immediate to memory

Certain string instructions and stack manipulation instructions, however, transfer data from
memory to memory. Both operands of some string instructions are in memory and are
specified implicitly. Push and pop stack operations allow transfer between memory operands
and the memory-based stack.

Several three-operand instructions are provided, such as the IMUL, SHRDSHird
instructions. Two of the three operands are specified explicitly, as for the two-operand
instructions, while a third is taken from the CL register or supplied as an immediate. Other
three-operand instructions, such as the string instructions when used with a repeat prefix, take
all their operands from registers.

3.5.1. Immediate Operands

Certain instructions use data from the instruction itself as one (and sometimes two) of the
operands. Such an operand is calledirmmediateoperand. It can be a byte, word, or
doubleword. For example:

SHR PATTERN, 2

One byte of the instruction holds the value 2, the number of bits by which to shift the
variable PATTERN.

TEST PATTERN, OFFFFOOFFH

A doubleword of the instruction holds the mask which is used to test the variable PATTERN.
IMUL CX, MEMWORD, 3

A word in memory is multiplied by an immediate 3 and stored into the CX register.

All arithmetic instructions (except divide) allow the source operand to be an immediate
value. When the destination is the EAX or AL register, the instruction encoding is one byte
shorter than with the other general registers.
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3.5.2. Register Operands

Operands can be located in one of the 32-bit general registers (EAX, EBX, ECX, EDX, ESI,
EDI, ESP, or EBP), in one of the 16-bit general registers (AX, BX, CX, DX, SlI, DI, SP, or
BP), or in one of the 8-bit general registers (AH, BH, CH, DH, AL, BL, CL, or DL). Sixty-
four bit operands are also used in 32-bit register pairs for operations such as DIV and MUL
Register pairs are represented with a colon separating them. For example, in the register p:
EDX:EAX, EDX contains the high order bits and EAX contains the low order bits of the 64-
bit operand.

The Pentium processor has instructions for referencing the segment registers (CS, DS, E:
SS, FS, and GS). These instructions are used by application programs only if systen
designers have chosen a segmented memory model.

The Pentium processor also has instructions for changing the state of individual flags in the
EFLAGS register. Instructions have been provided for setting and clearing flags which often
need to be accessed. The other flags, which are not accessed so often, can be changed
pushing the contents of the EFLAGS register on the stack, making changes to it while it's ol
the stack, and popping it back into the register.

3.5.3.  Memory Operands

Instructions with explicit operands in memory must reference the segment containing the
operand and the offset from the beginning of the segment to the operand. Segments a
specified using a segment-override prefix, which is a byte placed at the beginning of ar
instruction. If no segment is specified, simple rules assign the segment by default. The offse
is specified in one of the following ways:

1. Most instructions which access memory contain a byte for specifying the addressing
method of the operand. The byte, called thedR/Mbyte, comes after the opcode and
specifies whether the operand is in a register or in memory. If the operand is in memory
the address is calculated from a segment register and any of the following values: a bas
register, an index register, a scaling factor, and a displacement. When an index register
used, the modR/M byte also is followed by another byte to specify the index register anc
scaling factor. This form of addressing is the most flexible.

2. A few instructions use implied address modes:

A MOV instruction with the AL, AX, or EAX register as either source or destination can
address memory with a doubleword encoded in the instruction. This special form of the
MOV instruction allows no base register, index register, or scaling factor to be used. This
form is one byte shorter than the general-purpose form.

String operations address memory in the DS segment using the ESI registdQBe
CMPS, OUTS, and LODS instructions) or using the ES segment and EDI register (the
MOVS, CMPS, INS, SCAS, and STOS instructions).

Stack operations address memory in the SS segment using the ESP regifteiSthe
POP, PUSHA, PUSHAD, POPA, POPAD, PUSHF, PUSHFD, POPF, POPFD, CALL,
LEAVE, ENTER, INT, RET, IRET, and IRETD instructions, exceptions, and interrupts).
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3.5.3.1. SEGMENT SELECTION

Explicit specification of a segment is optional. If a segment is not specified using a segment-
override prefix, the processor automatically chooses a segment according to the rules of
Table 3-3.

Table 3-3. Default Segment Selection Rules

Segment Used
Type of Reference Register Used Default Selection Rule
Instructions Code Segment Automatic with instruction fetch.
CS register
Stack Stack Segment All stack pushes and pops. Any memory reference which
SS register uses ESP or EBP as a base register.
Local Data Data Segment All data references except when relative to stack or string
DS register destination.
Destination Strings E-Space Segment Destination of string instructions.
ES register

Different kinds of memory access have different default segments. Data operands usually use
the main data segment (the DS segment). However, the ESP and EBP registers are used for
addressing the stack, so when either register is used, the stack segment (the SS segment) is
selected.

Segment-override prefixes are provided for each of the segment registers. Only the following
special cases have a default segment selection which is not affected by a segment-override
prefix:

® Destination strings in string instructions use the ES segment

® Destination of a push or source of a pop uses the SS segment

® Instruction fetches use the CS segment

3.5.3.2. EFFECTIVE-ADDRESS COMPUTATION

The modR/M byte provides the most flexible form of addressing. Instructions which have a

modR/M byte after the opcode are the most common in the instruction set. For memory
operands specified by a modR/M byte, the offset within the selected segment is the sum of
four components:

® A displacement

® A base register

® Anindex register

® A scaling factor (the index register can be multiplied by a factor of 2, 4, or 8)

The offset which results from adding these components is calleffeative addres€ach of
these components can have either a positive or negative value, with the exception of the
scaling factor. Figure 3-10 illustrates the full set of possibilities for modR/M addressing.
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The displacement component, because it is encoded in the instruction, is useful for relativ
addressing by fixed amounts, such as:

® Location of simple scalar operands.

® Beginning of a statically allocated array.

® Offset to a field within a record.

The base and index components have similar functions. Both use the same set of gener
registers. Both can be used for addressing which changes during program execution, such a
® Location of procedure parameters and local variables on the stack.

® The beginning of one record among several occurrences of the same record type or in &
array of records.

® The beginning of one dimension of multiple dimension array.
® The beginning of a dynamically allocated array.

The uses of general registers as base or index components differ in the following respects:

® The ESP register cannot be used as an index register.

® When the ESP or EBP register is used as the base, the SS segment is the defal
selection. In all other cases, the DS segment is the default selection.

SEGMENT + BASE + (INDEX * SCALE) + DISPLACEMENT

EAX 1
CS ECX EAX
SS EDX ECX
DS EBX EDX 2 NO DISPLACEMENT
ES + ESP + EBX * + 8-BIT DISPLACEMENT

EBP 4 32-BIT DISPLACEMENT

FS EBP ES
GS ESI EDI

EDI 8

APM42

Figure 3-10. Effective Address Computation

The scaling factor permits efficient indexing into an array when the array elements are 2, 4
or 8 bytes. The scaling of the index register is done in hardware at the time the address
evaluated. This eliminates an extra shift or multiply instruction.

The base, index, and displacement components can be used in any combination; any of the
components can be null. A scale factor can be used only when an index also is used. Ea
possible combination is useful for data structures commonly used by programmers in high
level languages and assembly language. Suggested uses for some combinations of addr
components are described below.
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DISPLACEMENT

The displacement alone indicates the offset of the operand. This form of addressing is used to
access a statically allocated scalar operand. A byte, word, or doubleword displacement can
be used.

BASE

The offset to the operand is specified indirectly in one of the general registers, as for "based"
variables.

BASE + DISPLACEMENT
A register and a displacement can be used together for two distinct purposes:

1. Index into an array when the element size is not 2, 4, or 8 bytes. The displacement
component encodes the offset of the beginning of the array. The register holds the results
of a calculation to determine the offset to a specific element within the array.

2. Access a field of a record. The base register holds the address of the beginning of the
record, while the displacement is an offset to the field.

An important special case of this combination is access to parameters in a procedure
activation record. A procedure activation record is the stack frame created when a subroutine
is entered. In this case, the EBP register is the best choice for the base register, because it
automatically selects the stack segment. This is a compact encoding for this common
function.

(INDEX * SCALE) + DISPLACEMENT

This combination is an efficient way to index into a static array when the element size is 2, 4,
or 8 bytes. The displacement addresses the beginning of the array, the index register holds
the subscript of the desired array element, and the processor automatically converts the
subscript into an index by applying the scaling factor.

BASE + INDEX + DISPLACEMENT

Two registers used together support either a two-dimensional array (the displacement holds
the address of the beginning of the array) or one of several instances of an array of records
(the displacement is an offset to a field within the record).

BASE + (INDEX * SCALE) + DISPLACEMENT

This combination provides efficient indexing of a two-dimensional array when the elements
of the array are 2, 4, or 8 bytes in size.
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3.6. INTERRUPTS AND EXCEPTIONS

The processor has two mechanisms for interrupting program execution:

1. Exceptionsare synchronous events which are responses of the processor to certai
conditions detected during the execution of an instruction.

2. Interrupts are asynchronous events typically triggered by external devices needing
attention.

Interrupts and exceptions are alike in that both cause the processor to temporarily suspend tl
program being run in order to run a program of higher priority. The major distinction
between these two kinds of interrupts is their origin. An exception is always reproducible by
re-executing the program which caused the exception, while an interrupt can have a comple:
timing-dependent relationship with programs.

Application programmers normally are not concerned with handling exceptions or interrupts.
The operating system, monitor, or device driver handles them. More information on
interrupts for system programmers can be found in Chapter 14. Certain kinds of exceptions
however, are relevant to application programming, and many operating systems give
application programs the opportunity to service these exceptions. However, the operatin
system defines the interface between the application program and the exception mechanis
of the processor. Table 3-4 lists the interrupts and exceptions.

®* A divide-error exception results when the DIV or IDIV instruction is executed with a
zero denominator or when the quotient is too large for the destination operand. (Se
Chapter 3 for more information on the DIV and IDIV instructions.)

® A debug exception can be sent back to an application program if it results from the TF
(trap) flag.

® A breakpoint exception results when an INT3 instruction is executed. This instruction is
used by some debuggers to stop program execution at specific points.

®* An overflow exception results when the INTO instruction is executed and the OF
(overflow) flag is set. See Chapter 3 for a discussion of the INTO instruction.

®* A bounds-check exception results when B@UND instruction is executed with an
array index which falls outside the bounds of the array. See Chapter 3 for a discussion o
the BOUND instruction.

® The device-not-available exception occurs whenever the processor encounters an esca
instruction and either the TS (task switched) or the EM (emulate coprocessor) bit of the
CRO control register is set.

® An alignment-check exception is generated for unaligned memory operations in user
mode (privilege level 3), provided both AM and AC are set. Memory operations at
supervisor mode (privilege levels 0, 1, and 2), or memory operations which default to
supervisor mode, do not generate this exception.

The INT instruction generates an interrupt whenever it is executed; the processor treats thi
interrupt as an exception. Its effects (and the effects of all other exceptions) are determine
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by exception handler routines in the application program or the operating system. The INT
instruction itself is discussed in Chapter 25. See Chapter 14 for a more complete description
of exceptions.

Table 3-4. Exceptions and Interrupts

Vector
Number Description

0 Divide Error

1 Debugger Call

2 NMI Interrupt

3 Breakpoint

4 INTO-detected Overflow

5 BOUND Range Exceeded

6 Invalid Opcode

7 Device Not Available

8 Double Fault

9 (Intel reserved. Do not use.

Not used by Pentium® processor.)

10 Invalid Task State Segment

11 Segment Not Present

12 Stack Exception

13 General Protection

14 Page Fault

15 (Intel reserved. Do not use.)

16 Floating-Point Error

17 Alignment Check

18 Machine Check Exception

19-31 (Intel reserved. Do not use.)

32-255 Maskable Interrupts
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CHAPTER 4
APPLICATION PROGRAMMING

This chapter is an overview of the integer instructions which programmers can use to write
application software for the Pentium processor. The instructions are grouped by categories ¢
related functions. Additional application instructions for operating on floating-point operands
are described in Chapter 6.

The instructions not discussed in this chapter or Chapter 6 normally are used only by
operating-system programmers. System-level instructions are discussed in Part Il.

The instruction set descriptions in Chapter 25 contain more detailed information on all
instructions, including encoding, operation, timing, effect on flags, and exceptions which
may be generated.

For information on the introduction of new instructions which may not be supported on
earlier versions of Intel architecture, see Chapter 23.

4.1. DATA MOVEMENT INSTRUCTIONS

These instructions provide convenient methods for moving bytes, words, doublewords, o
guadwords between memory and the processor registers. They come in three types:

1. General-purpose data movement instructions.

2. Stack manipulation instructions.

3. Type-conversion instructions.

4.1.1. General-Purpose Data Movement Instructions

MOV (Move) transfers a byte, word, or doubleword from the source operand to the
destination operand. THAOV instruction is useful for transferrirdpta along any of these
paths:

® To aregister from memory.

® To memory from a register.

® Between general registers.

®* Immediate data to a register.

®* Immediate data to memory.

The MOV instruction cannot move from memory to memory or from a segment register to a
segment register. Memory-to-memory moves can be performed, however, by the string mov
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instruction MOVS. A special form of th€lOV instruction is provided for transferrirdata
between the AL, AX, or EAX registers and a location in memory specified by a 32-bit offset
encoded in the instruction. This form of the instruction does not allow a segment override,
index register, or scaling factor to be used. The encoding of this form is one byte shorter than
the encoding of the general-purpdd®V instruction. A similar encoding is provided for
moving an 8-, 16-, or 32-bit immediate into any of the general registers.

XCHG (Exchange) swaps the contents of two operands. This instruction takes the place of
three MOV instructions. It does not require a temporary location toteaveontents of one
operand while the other is being loaded. TK@HG instruction is especially useful for
implementing semaphores or similar data structures for process synchronization.

The XCHG instructioncan swap two byte operands, two word operands, or two doubleword
operands. The operands for the XCHG instructiy be two register operands, or a register
operand and a memory operand. When used with a memory operand, XCHG automatically
activates the LOCK signal. (See Chapter 16 for more information on bus locking.)

4.1.2. Stack Manipulation Instructions

PUSH (Push)decrements the stack pointer (ESP register), then copies the source operand to
the top of stack (see Figure 4-1). TRESH instruction often is used ptace parameters on

the stack before calling a procedure. Inside a procedure, it can be used to reserve space on
the stack for temporary variables. TR&JSH instruction operates on memory operands,
immediate operands, and register operands (including segment registers). A special form of
the PUSH instruction is available for pushing a 32-bit general register on the stack. This form
has an encoding which is one byte shorter than the general-purpose form.

BEFORE PUSHING DOUBLEWORD AFTER PUSHING DOUBLEWORD

31 0 31 0

< EsP

DOUBLEWORD < ESP

APM27

Figure 4-1. PUSH Instruction
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PUSHA (Push All Registers)saves the contents of the eight general registers on the stack
(see Figure 4-2). This instruction simplifies procedure calls by reducing the number of
instructions required to save the contents of the general registers. The processor pushes 1
general registers on the stack in the following order: EAX, ECX, EDX, EBX, the initial value
of ESP before EAX was pushed, EBP, ESI, and EDI. The effect ®fW8HA instruction is
reversed using the POPA instruction.

POP (Pop) transfers the word or doubleword at the current top of stack (indicated by the
ESP register) to the destination operand, and then increments the ESP register to point to t
new top of stack. See Figure 4-3. POP moves information fhem stack to a general
register, segment register, or to memory. A special form oP@®E instruction is available

for popping a doubleword from the stack to a general register. This form has an encoding
which is one byte shorter than the general-purpose form.

POPA (Pop All Registers)pops the data saved on the stackPRWSHA into the general
registers, except for the ESP register. The ESP register is restored by the action of readir
the stack (popping). See Figure 4-4.

BEFORE PUSHA INSTRUCTION AFTER PUSHA INSTRUCTION
31 0 31 0

< ESP

EAX

ECX

EDX

EBX

OLD ESP

EBP

ESI

EDI < Esp

APM28

Figure 4-2. PUSHA Instruction
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BEFORE POPPING A DOUBLEWORD AFTER POPPING A DOUBLEWORD
31 0 31 0

<«<— Esp

DOUBLEWORD <«<— ESP

APM25

Figure 4-3. POP Instruction

BEFORE POPA INSTRUCTION AFTER POPA INSTRUCTION
31 0 31 0

<« EsP

EAX

ECX
EDX

EBX

IGNORED

EBP

ESI

EDI < ESP

APM26

4-4

Figure 4-4. POPA Instruction
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4.1.3. Type Conversion Instructions

The type conversion instructions convert bytes into words, words into doublewords, and
doublewords into 64-bit quantities (called quadwords). These instructions are especially
useful for converting signed integers, because they automatically fill the extra bits of the
larger item with the value of the sign bit of the smaller item. This results in an integer of the
same sign and magnitude, but a larger format. This kind of conversion, shown in Figure 4-5
is called sign extension.

There are two kinds of type conversion instructions:
® The CWD, CDQ, CBW, and CWDE instructions which only operate on data in the EAX
register.

® The MOVSX and MOVZX instructions, which permit one operand to be in a general
register while letting the other operand be in memory or a register.

15 0

BEFORE SIGN
SIN|N[NIN[NININ[NI|NINININ|NININ| EXTENSION

31 15 0

AFTER SIGN
EXTENSION

APM38

Figure 4-5. Sign Extension

CWD (Convert Word to Doubleword) andCDQ (Convert Doubleword to Quad-Word)
double the size of the source operand. The CWD instruction copies the sign (bit 15) of the
word in the AX register into every bit position in the DX register. The CDQ instruction
copies the sign (bit 31) of the doubleword in the EAX register into every bit position in the
EDX register. The CWD instruction can be used to produce a doubleword dividend from a
word before a word division, and the CDQ instruction can be used to produce a quadworec
dividend from a doubleword before doubleword division. The CWD and CDQ instructions
are different mnemonics for the same opcode. Which one gets executed is determined &
whether it is in a 16- or 32-bit segment and the presence of any operand-size overrid
prefixes. See Chapter 25 for a detailed description of these instructions.

CBW (Convert Byte to Word) copies the sign (bit 7) of the byte in the AL register into
every bit position of the upper byte of the AX register.
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CWDE (Convert Word to Doubleword Extended) copies the sign (bit 15) of the word in
the AX register into every bit position of the high word of the EAX register.

MOVSX (Move with Sign Extension) extends an 8-bit value to a 16-bit value or an 8- or
16-bit value to 32-bit value by using the value of the sign to fill empty positions.

MOVZX (Move with Zero Extension) extends an 8-bit value to a 16-bit value or an 8- or
16-bit value to 32-bit value by clearing the empty bit positions.

4.2. BINARY ARITHMETIC INSTRUCTIONS

The arithmetic instructions operate on numeric data encoded in binary. Operations include
the add, subtract, multiply, and divide as well as increment, decrement, compare, and change
sign (negate). Both signed and unsigned binary integers are supported. The binary arithmetic
instructions may also be used as steps in arithmetic on decimal integers. Source operands can
be immediate values, general registers, or memory. Destination operands can be general
registers or memory (except when the source operand is in memory). The basic arithmetic
instructions have special forms for using an immediate value as the source operand and the
AL, AX, or EAX registers as the destination operand. These forms are one byte shorter than
the general-purpose arithmetic instructions.

The arithmetic instructions update the ZF, CF, SF, and OF flags to report the kind of result
which was produced. The kind of instruction used to test the flags depends on whether the
data is being interpreted as signed or unsigned. The CF flag contains information relevant to
unsigned integers; the SF and OF flags contain information relevant to signed integers. The
ZF flag is relevant to both signed and unsigned integers; the ZF flag is set when all bits of the
result are clear.

Arithmetic instructions operate on 8-, 16-, or 32-bit data. The flags are updated to reflect the
size of the operation. For example, an 8AID instruction setshe CF flag if the sum of
the operands exceeds 255 (decimal).

If the integer is unsigned, the CF flag may be tested after one of these arithmetic operations
to determine whether the operation required a carry or borrow to be propagated to the next
stage of the operation. The CF flag is set if a carry occurs (addition instructions ADD, ADC,
AAA, and DAA) or borrow occurs (subtraction instructions SUB, SBB, AAS, DAS, CMP,
and NEG).

The INC and DEC instructions do not change the state of the CF flag. This allows the
instructions to be used to update counters used for loop control without changing the reported
state of arithmetic results. To test the arithmetic state of the counter, the ZF flag can be
tested to detect loop termination, or the ADD and SUB instructiansde used to update the
value held by the counter.

The SF and OF flags support signed integer arithmetic. The SF flag has the value of the sign
bit of the result. The most significant bit (MSB) of the magnitude of a signed integer is the
bit next to the sign—bit 6 of a byte, bit 14 of a word, or bit 30 of a doubleword. The OF flag
is set in either of these cases:
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® A carry was generated from the MSB into the sign bit but no carry was generated out of
the sign bit (addition instructions ADD, ADC, INC, AAA, and DAA). In other words, the
result was greater than the greatest positive number which could be represented in two
complement form.

® A carry was generated from the sign bit into the MSB but no carry was generated into
the sign bit (subtraction instructions SUB, SBB, DEC, AAS, DAS, CMP, and NEG). In
other words, the result was smaller than the smallest negative number which could be
represented in two's complement form.

These status flags are tested by either kind of conditional instruction: Jcc (jump on conditior
cc) or SETcc (byte set on condition).

4.2.1. Addition and Subtraction Instructions

ADD (Add Integers) replaces the destination operand with the sum of the source and
destination operands. The OF, SF, ZF, AF, PF, and CF flags are affected.

ADC (Add Integers with Carry) replaces the destination operand with the sum of the source
and destination operands, plus 1 if the CF flag is set. If the CF flag is clear, the ADC
instruction performs the same operation asAB® instruction. An ADC instruction is used

to propagate carry when adding numbers in stages, for example when using 32-bit ADC
instructions to sum quadword operands. The OF, SF, ZF, AF, PF, and CF flags are affected.

INC (Increment) adds 1 to the destination operand. The INC instruction preserves the state
of the CF flag. This allows the use of INC instructions to update counters in loops without
disturbing the status flags resulting from an arithmetic operation used for loop control. The
ZF flag can be used to detect when carry would have occurred. Wdelamstruction with

an immediate value of 1 to perform an increment which updates the CF flag. A one-byte
form of this instruction is available when the operand is a general register. The OF, SF, ZF
AF, and PF flags are affected.

SUB (Subtract Integers) subtracts the source operand from the destination operand and
replaces the destination operand with the result. If a borrow is required, the CF flag is sef
The operands may be signed or unsigned bytes, words, or doublewords. The OF, SF, ZF, Al
PF, and CF flags are affected.

SBB (Subtract Integers with Borrow) subtracts the source operand from the destination
operand and replaces the destination operand with the result, minus 1 if the CF flag is set.
the CF flag is clear, the SBB instruction performs the same operation &gBhmstruction.

An SBB instruction is used to propagate borrow when subtracting numbers in stages, fol
example when using 32-bit SUB instructions to subtract one quadword operand from anothet
The OF, SF, ZF, AF, PF, and CF flags are affected.

DEC (Decrement)subtracts 1 from the destination operand. The DEC instruction preserves
the state of the CF flag. This allows the use of the DEC instruction to update counters ir
loops without disturbing the status flags resulting from an arithmetic operation used for loop
control. Use a SUB instruction with an immediate value of 1 to perform a decrement which
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updates the CF flag. A one-byte form of this instruction is available when the operand is a
general register. The OF, SF, ZF, AF, and PF flags are affected.

4.2.2. Comparison and Sign Change Instruction

CMP (Compare) subtracts the source operand from the destination operand. It updates the
OF, SF, ZF, AF, PF, and CF flags, but does not modify the source or destination operands. A
subsequentct or SETcc instruction can test the flags.

NEG (Negate) subtracts a signed integer operand from zero. The effect of the NEG
instruction is to change the sign of a two's complement operand while keeping its magnitude.
The OF, SF, ZF, AF, PF, and CF flags are affected.

4.2.3. Multiplication Instructions

The processor has separate multiply instructions for unsigned and signed operands. The MUL
instruction operates on unsigned integers, while the IMUL instruction operates on signed
integers as well as unsigned.

MUL (Unsigned Integer Multiply) performs an unsigned multiplication of the source
operand and the AL, AX, or EAX register. If the source is a byte, the processor multiplies it
by the value held in the AL register and returns the double-length result in the AH and AL
registers. If the source operand is a word, the processor multiplies it by the value held in the
AX register and returns the double-length result in the DX and AX registers. If the source
operand is a doubleword, the processor multiplies it by the value held in the EAX register
and returns the quadword result in the EDX and EAX registers. The MUL instruction sets the
CF and OF flags when the upper half of the result is non-zero; otherwise, the flags are
cleared. The state of the SF, ZF, AF, and PF flags is undefined.

IMUL (Signed Integer Multiply) performs a signed multiplication operation. The IMUL
instruction has three forms:

1. A one-operand form. The operand may be a byte, word, or doubleword located in
memory or in a general register. This instruction uses the EAX and EDX (or AX and
DX) registers as implicit operands in the same way as the MUL instruction.

2. A two-operand form. One of the source operands is in a general register while the other
may be in a general register or memory. The result replaces the general-register operand.

3. A three-operand form; two are source operands and one is the destination. One of the
source operands is an immediate value supplied by the instruction; the second may be in
memory or in a general register. The result is stored in a general register. The immediate
operand is a two's complement signed integer. If the immediate operand is a byte, the
processor automatically sign-extends it to the size of the second operand before
performing the multiplication.

The three forms are similar in most respects:
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® The length of the product is calculated to twice the length of the operands.

® The CF and OF flags are set when significant bits are carried into the upper half of the
result. The CF and OF flags are cleared when the upper half of the result is the sign
extension of the lower half. The state of the SF, ZF, AF, and PF flags is undefined.

However, forms 2 and 3 differ from 1 because the product is truncated to the length of the
operands before it is stored in the destination register. Because of this truncation, the OF fla
should be tested to ensure that no significant bits are lost. (For ways to test the OF flag, se
the JO, INTO, and PUSHF instructions.)

Forms 2 and 3 of IMUL also may be used with unsigned operands because, whether th
operands are signed or unsigned, the lower half of the product is the same. The CF and C
flags, however, cannot be used to determine if the upper half of the result is non-zero.

4.2.4. Division Instructions

The Pentium processor has separate division instructions for unsigned and signed operanc
The DIV instruction operates on unsigned integers, while the IDIV instruction operates on
both signed and unsigned integers. In either case, a divide-error exception is generated if tt
divisor is zero or if the quotient is too large for the AL, AX, or EAX register.

DIV (Unsigned Integer Divide) performs an unsigned division of the AL, AX, or EAX
register by the source operand. The dividend (the accumulator) is twice the size of the divisc
(the source operand); the quotient and remainder have the same size as the dslisevnas

in Table 4-1.

Non-integral results are truncated toward 0. The remainder is always smaller than the divisol
For unsigned byte division, the largest quotient is 255. For unsigned word division, the
largest quotient is 65,535. For unsigned doubleword division the largest quoti&nat iSRe

state of the OF, SF, ZF, AF, PF, and CF flags is undefined.

IDIV (Signed Integer Divide) performs a signed division of the accumulator by the source
operand. The IDIV instruction uses the same registers as the DIV instruction.

For signed byte division, the maximum positive quotient is +127, and the minimum negative
quotient is —128. For signed word division, the maximum positive quotient is +32,767, and
the minimum negative quotient is —32,768. For signed doubleword division the maximum
positive quotient is ¥-1, the minimum negative quotient is*2Non-integral results are
truncated towards 0. The remainder always has the same sign as the dividend and is less th
the divisor in magnitude. The state of the OF, SF, ZF, AF, PF, and CF flags is undefined.
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Table 4-1. Operands for Division

intgl.

Operand Size

(Divisor) Dividend Quotient Remainder
Byte AX register AL register AH register
Word DX and AX AX register DX register
Doubleword EDX and EAX EAX register EDX register

4.3. DECIMAL ARITHMETIC INSTRUCTIONS

Decimal arithmetic is performed by combining the binary arithmetic instructions (already
discussed in the prior section) with the decimal arithmetic instructions. The decimal
arithmetic instructions are used in one of the following ways:

® To adjust the results of a previous binary arithmetic operation to produce a valid packed
or unpacked decimal result.

® To adjust the inputs to a subsequent binary arithmetic operation so that the operation will
produce a valid packed or unpacked decimal result.

These instructions operate only on the AL or AH registers. Most use the AF flag.

4.3.1. Packed BCD Adjustment Instructions

DAA (Decimal Adjust after Addition) adjusts the result of adding two valid packed decimal
operands in the AL register. BAA instruction must followthe addition of two pairs of
packed decimal numbers (one digit in each half-byte) to obtain a pair of valid packed
decimal digits as results. The CF flag is set if a carry occurs. The SF, ZF, AF, PF, and CF
flags are affected. The state of the OF flag is undefined.

DAS (Decimal Adjust after Subtraction) adjusts the result of subtracting two valid packed
decimal operands in the AL register.D¥S instruction must always follo#he subtraction

of one pair of packed decimal numbers (one digit in each half-byte) from another to obtain a
pair of valid packed decimal digits as results. The CF flag is set if a borrow is needed. The
SF, ZF, AF, PF, and CF flags are affected. The state of the OF flag is undefined.

4.3.2. Unpacked BCD Adjustment Instructions

AAA (ASCII Adjust after Addition) changes the contents of the AL register to a valid
unpacked decimal number, and clears the upper 4 bit&\Aén instruction must follow the
addition of two unpacked decimal operands in the AL register. The CF flag is set and the
contents of the AH register are incremented if a carry occurs. The AF and CF flags are
affected. The state of the OF, SF, ZF, and PF flags is undefined.
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AAS (ASCII Adjust after Subtraction) changes the contents of the AL register to a valid
unpacked decimal number, and clears the upper 4 bit&\A8 instruction must follow the
subtraction of one unpacked decimal operand from another in the AL register. The CF flag is
set and the contents of the AH register are decremented if a borrow is needed. The AF ar
CF flags are affected. The state of the OF, SF, ZF, and PF flags is undefined.

AAM (ASCII Adjust after Multiplication) corrects the result of a multiplication of two
valid unpacked decimal numbers. AAM instruction must followthe multiplication of two
decimal numbers to produce a valid decimal result. The upper digit is left in the AH register,
the lower digit in the AL register. The SF, ZF, and PF flags are affected. The state of the AF
OF, and CF flags is undefined.

AAD (ASCII Adjust before Division) modifies the numerator in the AH and AL registers to
prepare for the division of two valid unpacked decimal operands, so that the quotient
produced by the division will be a valid unpacked decimal number. The AH register should
contain the upper digit and the AL register should contain the lower digit. This instruction
adjusts the value and places the result in the AL register. The AH register will be clear. The
SF, ZF, and PF flags are affected. The state of the AF, OF, and CF flags is undefined.

4.4. LOGICAL INSTRUCTIONS

The logical instructions have two operands. Source operands can be immediate value:
general registers, or memory. Destination operands can be general registers or memo
(except when the source operand is in memory). The logical instructions modify the state o
the flags. Short forms of the instructions are available when an immediate source operand i
applied to a destination operand in the AL, AX, or EAX registers. The group of logical
instructions includes:

® Boolean operation instructions.

® Bit test and modify instructions.

® Bit scan instructions.

® Rotate and shift instructions.

® Byte set on condition.

4.4.1. Boolean Operation Instructions
The logical operations are performed by the AND, OR, XOR, and NOT instructions.

NOT (Not) inverts the bits in the specified operand to form a one's complement of the
operand. The NOT instruction is a unary operation which uses a single operand in a registe
or memory. NOT has no effect on the flags.
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The AND, OR, and XOR instructions perform the standard logical operations "and," "or,"
and "exclusive or." These instructions can use the following combinations of operands:

® Two register operands.

® A general register operand with a memory operand.

®* An immediate operand with either a general register operand or a memory operand.

The AND, OR, and XOR instructions clear the OF and CF flags, leave the AF flag undefined,
and update the SF, ZF, and PF flags.

4.4.2. Bit Test and Modify Instructions

This group of instructions operates on a single bit which can be in memory or in a general
register. The location of the bit is specified as an offset from the low end of the operand. The
value of the offset either may be given by an immediate byte in the instruction or may be
contained in a general register.

These instructions first assign the value of the selected bit to the CF flag. Then a new value is
assigned to the selected bit, as determined by the operation. The state of the OF, SF, ZF, AF,
and PF flags is undefined. TableEdor! Bookmark not defined. defines these
instructions.

Table 4-2. Bit Test and Modify Instructions

Instruction Effect on CF Flag Effect on Selected Bit
BT (Bit Test) CF flag ~ Selected Bit No effect
BTS (Bit Test and Set) CF flag ~ Selected Bit Selected Bit ~ 1
BTR (Bit Test and Reset) CF flag — Selected Bit Selected Bit — 0
BTC (Bit Test and Complement) CF flag — Selected Bit Selected Bit — — (Selected Bit)

4.4.3. Bit Scan Instructions

These instructions scan a word or doubleword for a set bit and store the bit index (an integer
representing the bit position) of the first set bit into a register. The bit string being scanned

may be in a register or in memory. The ZF flag is set if the entire word is clear, otherwise the

ZF flag is cleared. In the former case, the value of the destination register is left undefined.

The state of the OF, SF, AF, PF, and CF flags is undefined.

BSF (Bit Scan Forward)scans low-to-high (from bit 0 toward the upper bit positions).
BSR (Bit Scan Reversejcans high-to-low (from the uppermost bit toward bit 0).
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4.4.4. Shift and Rotate Instructions
The shift and rotate instructions rearrange the bits within an operand.
These instructions fall into the following classes:

® Shift instructions.
® Double shift instructions.
® Rotate instructions.

4.4.4.1. SHIFT INSTRUCTIONS

Shift instructions apply an arithmetic or logical shift to bytes, words, and doublewords. An
arithmetic shift right copies the sign bit into empty bit positions on the upper end of the
operand, while a logical shift right fills high order empty bit positions with zeros. An
arithmetic shift is a fast way to perform a simple calculation. For example, an arithmetic shift
right by one bit position divides an integer by two. A logical shift right divides an unsigned
integer or a positive integer, but a signed negative integer loses its sign bit.

The arithmetic and logical shift right instructions, SAR and SHR, differ only in their
treatment of the bit positions emptied by shifting the contents of the operand. Note that ther
is no difference between an arithmetic shift left and a logical shift left. Two names, SAL and
SHL, are supported for this instruction in the assembiler.

A count specifies the number of bit positions to shift an operand. Bits can be shifted up to 3:
places. A shift instruction can give the count in any of three ways. One form of shift

instruction always shifts by one bit position. The second form gives the count as an
immediate operand. The third form gives the count as the value contained in the CL registel
This last form allows the count to be a result from a calculation. Only the low five bits of the

CL register are used.

When the number of bit positions to shift is zero, no flags are affected. Otherwise, the CF
flag is left with the value of the last bit shifted out of the operand. In a single-bit shift, the OF
flag is set if the value of the uppermost bit (sign bit) was changed by the operation.
Otherwise, the OF flag is cleared. After a shift of more than one bit position, the state of the
OF flag is undefined. On a shift of one or more bit positions, the SF, ZF, PF, and CF flags ar
affected. On a shift of one or more bit positions the state of the AF flag is undefined. If the
count length is greater than or equal to the size of the operand, the value of the CF flag i
undefined.

SAL (Shift Arithmetic Left) shifts the destination byte, word, or doubleword operand left by
one bit position or by the number of bits specified in the count operand (an immediate value
or a value contained in the CL register). Empty bit positions are cleared. See Figure 4-6.

SHL (Shift Logical Left) is another name for the SAL instruction. It is supported in the
assembler.

SHR (Shift Logical Right) shifts the destination byte, word, or doubleword operand right by
one bit position or by the number of bits specified in the count operand (an immediate value
or a value contained in the CL register). Empty bit positions are cleared. See Figure 4-7.
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SAR (Shift Arithmetic Right) shifts the destination byte, word, or doubleword operand to
the right by one bit position or by the number of bits specified in the count operand (an
immediate value or a value contained in the CL register). The sign of the operand is
preserved by clearing empty bit positions if the operand is positive, or setting the empty bits
if the operand is negative. See Figure 4-8.

Even though this instruction can be used to divide integers by an integer power tfetwo,
type of division is not the same as that produced by the IDIV instructionThe quotient

from the IDIV instruction is rounded toward zero, whereas the "quotient" of the SAR
instruction is rounded toward negative infinity. This difference is apparent only for negative
numbers. For example, when the IDIV instruction is used to divide —9 by 4, the result is -2
with a remainder of —1. If the SAR instruction is used to shift =9 right by two bits, the result
is —3. The "remainder" of this kind of division is +3; however, the SAR instruction stores
only the high-order bit of the remainder (in the CF flag).

INITIAL STATE:
CF OPERAND
X 10001000100010001000100010001111

AFTER 1-BIT SHL/SAL INSTRUCTION:

1 (€4 00010001000100010001000100011110|€—0

AFTER 10-BIT SHL/SAL INSTRUCTION:

0 é 0010001000100010001111000000000060

APM34

Figure 4-6. SHL/SAL Instruction
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INITIAL STATE: OPERAND CF

10001000100010001000100010001111 X

AFTER 1-BIT SHR INSTRUCTION:

0—>»|01000100010001000100010001000111 [ 1

AFTER 10-BIT SHR INSTRUCTION:

0» 00000000001000100010001000100010? 0

APM36

Figure 4-7. SHR Instruction

INITIAL STATE (POSITIVE OPERAND):

OPERAND CF

01000100010001000100010001000111 X

AFTER 1-BIT SAR INSTRUCTION:

00100010001000100010001000100011} 1

INITIAL STATE (NEGATIVE OPERAND):
CF

110001000100010001000100010001119 X

AFTER 1-BIT SAR INSTRUCTION

11100010001000100010001000100011) 1

APM33

Figure 4-8. SAR Instruction
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4.4.4.2. DOUBLE-SHIFT INSTRUCTIONS

These instructions provide the basic operations needed to implement operations on long
unaligned bit strings. The double shifts operate either on word or doubleword operands, as
follows:

® Take two word operands and produce a one-word result (32-bit shift).
® Take two doubleword operands and produce a doubleword result (64-bit shift).

Of the two operands, the source operand must be in a register while the destination operand
may be in a register or in memory. The number of bits to be shifted is specified either in the
CL register or in an immediate byte in the instruction. Bits shifted out of the source operand
fill empty bit positions in the destination operand, which also is shifted. Only the destination
operand is stored.

When the number of bit positions to shift is zero, no flags are affected. Otherwise, the CF
flag is set to the value of the last bit shifted out of the destination operand, and the SF, ZF,
and PF flags are affected. On a shift of one bit position, the OF flag is set if the sign of the
operand changed, otherwise it is cleared. For shifts of more than one bit position, the state of
the OF flag is undefined. For shifts of one or more bit positions, the state of AF flag is
undefined.

SHLD (Shift Left Double) shifts bits of the destination operand to the left, while filling
empty bit positions with bits shifted out of the source operand (see Figure 4-9). The result is
stored back into the destination operand. The source operand is not modified.

SHRD (Shift Right Double) shifts bits of the destination operand to the right, while filling
empty bit positions with bits shifted out of the source operand (see Figure 4-10). The result is
stored back into the destination operand. The source operand is not modified.

31 0

H DESTINATION (MEMORY OR REGISTER) |e

31 0

| SOURCE (REGISTER) |

APM35

Figure 4-9. SHLD Instruction
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31 0

| SOURCE (REGISTER) I—

31 0
I% | DESTINATION (MEMORY OR REGISTER) H

APM37

Figure 4-10. SHRD Instruction

4.4.4.3. ROTATE INSTRUCTIONS

Rotate instructions apply a circular permutation to bytes, words, and doublewords. Bits
rotated out of one end of an operand enter through the other end. Unlike a shift, no bits ar
emptied during a rotation.

Rotate instructions use only the CF and OF flags. The CF flag may act as an extension of tf
operand in two of the rotate instructions, allowing a bit to be isolated and then tested by «
conditional jump instruction (JC or JNC). The CF flag always contains the value of the last
bit rotated out of the operand, even if the instruction does not use the CF flag as an extensic
of the operand. The state of the SF, ZF, AF, and PF flags is not affected.

In a single-bit rotation, the OF flag is set if the operation changes the uppermost bit (sign bit]
of the destination operand. If the sign bit retains its original value, the OF flag is cleared.
After a rotate of more than one bit position, the value of the OF flag is undefined.

ROL (Rotate Left) rotates the byte, word, or doubleword destination operand left by one bit

position or by the number of bits specified in the count operand (an immediate value or &
value contained in the CL register). For each bit position of the rotation, the bit which exits
from the left of the operand returns at the right. See Figure 4-11.

ROR (Rotate Right) rotates the byte, word, or doubleword destination operand right by one

bit position or by the number of bits specified in the count operand (an immediate value or &
value contained in the CL register). For each bit position of the rotation, the bit which exits
from the right of the operand returns at the left. See Figure 4-12.

RCL (Rotate Through Carry Left) rotates bits in the byte, word, or doubleword destination
operand left by one bit position or by the number of bits specified in the count operand (ar
immediate value or a value contained in the CL register).

This instruction differs from ROL in that it treats the CF flag as a one-bit extension on the
upper end of the destination operand. Each bit which exits from the left side of the operant
moves into the CF flag. At the same time, the bit in the CF flag enters the right side. See
Figure 4-13.
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RCR (Rotate Through Carry Right) rotates bits in the byte, word, or doubleword
destination operand right by one bit position or by the number of bits specified in the count
operand (an immediate value or a value contained in the CL register).

This instruction differs from ROR in that it treats CF as a one-bit extension on the lower end
of the destination operand. Each bit which exits from the right side of the operand moves into
the CF flag. At the same time, the bit in the CF flag enters the left side. See Figure 4-14.

31 0

é—l DESTINATION (MEMORY OR REGISTER) |&

APM31

Figure 4-11. ROL Instruction

31 0
|9| DESTINATION (MEMORY OR REGISTER) |—|}

APM32

Figure 4-12. ROR Instruction

31 0
el DESTINATION (MEMORY OR REGISTER) d

APM29

Figure 4-13. RCL Instruction
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1
|9 DESTINATION (MEMORY OR REGISTER) 9

APM30

Figure 4-14. RCR Instruction

4.4.4.4. FAST "bit blt" USING DOUBLE-SHIFT INSTRUCTIONS

One purpose of the double shift instructions is to implement a bit string move, with arbitrary
misalignment of the bit strings. This is called a "bit blt" (BIT BLock Transfer). A simple
example is to move a bit string from an arbitrary offset into a doubleword-aligned byte
string. A left-to-right string is moved 32 bits at a time if a double shift is used inside the
move loop.

MOV ESI,ScrAddr

MOV EDI,DestAddr

MOV EBX,DWordCnt

MOV CL,RelOffset ; relative offset Dest-Src
MOV EDX,[ESI] ; load first dword of source

ADD ESI 4 ; bump source address
BltLoop:
LODSD ; new low order part in EAX

SHLD EDX,EAX,CL ; EDX overwritten with aligned stuff
XCHG EDX,EAX ; Swap high and low dwords

STOSD ; Write out next aligned chunk
DEC EBX ; Decrement loop count
JNZ BltLoop

This loop is simple, yet allows the data to be moved in 32-bit chunks for the highest possible
performance. Without a double shift, the best which can be achieved is 16 bits per looy
iteration by using a 32-bit shift, and replacing ¥@HG instruction with a ROR instruction

by 16 to swap the high and low words of registers. A more general loop than shown abov:
would require some extra masking on the first doubleword moved (before the main loop),
and on the last doubleword moved (after the main loop), but would have the same 32 bits pe
loop iteration as the code above.

4.4.4.5. FAST BIT STRING INSERT AND EXTRACT

The double shift instructions also make possible:

® Fast insertion of a bit string from a register into an arbitrary bit location in a larger bit
string in memory, without disturbing the bits on either side of the inserted bits
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® Fast extraction of a bit string into a register from an arbitrary bit location in a larger bit
string in memory, without disturbing the bits on either side of the extracted bits

The following coded examples illustrate bit insertion and extraction under
various conditions:

1. Bit String Insertion into Memory (when the bit string is 1-25 bits long, sgans four
bytes or less):

; Insert a right-justified bit string from a register into

; a bit string in memory.

; Assumptions:

; 1. The base of the string array is doubleword aligned.
; 2. The length of the bit string is an immediate value

; and the bit offset is held in a register.

; The ESI register holds the right-justified bit string

; to be inserted.

; The EDI register holds the bit offset of the start of the
; substring.

; The EAX register and ECX are also used.

MOV ECX,EDI ; save original offset

SHR EDI,3 ; divide offset by 8 (byte addr)

AND CL,7H ; get low three bits of offset

MOV EAX, [EDIl]strg_base ; move string dword into EAX
ROR EAX,CL ; right justify old bit field

SHRD EAX,ESI,length ; bring in new bits

ROL EAX,length ; right justify new bit field

ROL EAX,CL ; bring to final position

MOV [EDl]strg_base,EAX ; replace doubleword in memory

2. Bit String Insertion into Memory (when the bit string is 1-31 bits long, Spans five
bytes or less):

; Insert a right-justified bit string from a register into

; a bit string in memory.

; Assumptions:

; 1. The base of the string array is doubleword aligned.
; 2. The length of the bit string is an immediate value

; and the bit offset is held in a register.

; The ESI register holds the right-justified bit string

; to be inserted.

; The EDI register holds the bit offset of the start of the
; substring.

; The EAX, EBX, ECX, and EDI registers also are used.
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MOV ECX,EDI ; temp storage for offset
SHR EDI,5 ; divide offset by 32 (dwords)
SHL EDI,2 ; multiply by 4 (byte address)
AND CL,1FH ; get low five bits of offset

MOV EAX[EDI]strg_base ; move low string dword into EAX
MOV EDX,[EDI]strg_base+4 ; other string dword into EDX

MOV EBX,EAX ; temp storage for part of string
SHRD EAX,EDX,CL ; shift by offset within dword
SHRD EAX,EBX,CL ; shift by offset within dword

SHRD EAX,ESI,length ; bring in new bits

ROL EAXlength ; right justify new bit field

MOV EBX,EAX ; temp storage for string

SHLD EAX,EDX,CL ; shift by offset within dword

SHLD EDX,EBX,CL ; shift by offset within dword

MOV [EDl]strg_base,EAX ; replace dword in memory
MOV [EDl]strg_base+4,EDX ; replace dword in memory

3. Bit String Insertion into Memory (when the bit string is exactly 32 bits longspans
four or five bytes):

; Insert right-justified bit string from a register into

; a bit string in memory.

; Assumptions:

; 1. The base of the string array is doubleword aligned.
; 2. The length of the bit string is 32 bits

; and the bit offset is held in a register.

; The ESI register holds the 32-bit string to be inserted.
; The EDI register holds the bit offset to the start of the
; substring.

; The EAX, EBX, ECX, and EDI registers also are used.

MOV EDX,EDI ; save original offset

SHR EDI5 ; divide offset by 32 (dwords)
SHL EDI,2 ; multiply by 4 (byte address)
AND CL,1FH ; isolate low five bits of offset

MOV EAX,[EDI]strg_base ; move low string dword into EAX
MOV EDX,[EDI]strg_base+4 ; other string dword into EDX

MOV EBX,EAX ; temp storage for part of string
SHRD EAX,EDX ; shift by offset within dword
SHRD EDX,EBX ; shift by offset within dword
MOV EAX,ESI ; move 32-bit field into position
MOV EBX,EAX ; temp storage for part of string
SHLD EAX,EDX ; shift by offset within dword
SHLD EDX,EBX ; shift by offset within dword
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MOV [EDl]strg_base,EAX ; replace dword in memory
MOV [EDl]strg_base,+4,EDX ; replace dword in memory

4. Bit string Extraction from Memory (when the bit string is 1-25 bits long,Spans four
bytes or less):

; Extract a right-justified bit string into a register from

; a bit string in memory.

; Assumptions:

; 1) The base of the string array is doubleword aligned.
; 2) The length of the bit string is an immediate value

; and the bit offset is held in a register.

; The EAX register hold the right-justified, zero-padded
; bit string that was extracted.

; The EDI register holds the bit offset of the start of the
; substring.

; The EDI, and ECX registers also are used.

MOV ECX,EDI ; temp storage for offset

SHR EDI,3 ; divide offset by 8 (byte addr)

AND CL,7H ; get low three bits of offset

MOV EAX,[EDI]strg_base ; move string dword into EAX
SHR EAX,CL ; shift by offset within dword

AND EAX,mask ; extracted bit field in EAX

5. Bit string Extraction from Memory (when bit string is 1-32 bits long, spans five
bytes or less):

; Extract a right-justified bit string into a register from

; bit string in memory.

; Assumptions:

; 1) The base of the string array is doubleword aligned.
; 2) The length of the bit string is an immediate

; value and the bit offset is held in a register.

; The EAX register holds the right-justified, zero-padded
; bit string that was extracted.

; The EDI register holds the bit offset of the start of the

; substring.

; The EAX, EBX, and ECX registers also are used.

MOV ECX,EDI ; temp storage for offset

SHR EDI5 ; divide offset by 32 (dwords)
SHL EDI,2 ; multiply by 4 (byte address)
AND CL,1FH ; get low five bits of offset in

MOV EAX,[EDI]strg_base ; move low string dword into EAX
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MOV EDX,[EDI]strg_base +4 ; other string dword into EDX
SHRD EAX,EDX,CL ; shift right by offset in dword
AND EAX,mask ; extracted bit field in EAX

4.4.5. Byte-Set-On-Condition Instructions

This group of instructions sets a byte to the value of zero or one, depending on any of the 1
conditions defined by the status flags. The byte may be in a register or in memory. Thes
instructions are especially useful for implementing Boolean expressions in high-level
languages such as Pascal.

Some languages represent a logical one as an integer with all bits set. This can be done |
using the SETcc instruction with the mutually exclusive condition, then decrementing the
result.

SETcc (Set Byte on Condition cc) loads the value 1 into a byte if condition cc is true; clears
the byte otherwise. See Appendix D for a definition of the possible conditions.

4.4.6. TestInstruction

TEST (Test) performs the logical "and" of the two operands, clears the OF and CF flags,
leaves the AF flag undefined, and updates the SF, ZF, and PF flags. The flags can be test
by conditional control transfer instructions or the byte-set-on-condition instructions. The
operands may be bytes, words, or doublewords.

The difference between the TEST and AND instructions is that the TEST instruction does nof
alter the destination operand. The difference between the TEST and BT instructions is the
the TEST instruction can test the value of multiple bits in one operation, while the BT
instruction tests a single bit.

4.5. CONTROL TRANSFER INSTRUCTIONS

The processor provides both conditional and unconditional control transfer instructions to
direct the flow of execution. Conditional transfers are taken only for certain combinations of
the state of the flags. Unconditional control transfers are always executed.

45.1. Unconditional Transfer Instructions

The JMP, CALL, RET, INT, and IRET instructions transfer execution to a destination in a
code segment. The destination can be within the same code segment (near transfer) or in
different code segment (far transfer). The forms of these instructions which transfer
execution to other segments are discussed in a later section of this chapter. If the model
memory organization used in a particular application does not make segments visible ft
application programmers, far transfers are not used.
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45.1.1. JUMP INSTRUCTION

JMP (Jump) unconditionally transfers execution to the destination. JWE instruction is a
one-way transfer of execution; it does not save a return address on the stack.

The JMP instruction transfers execution frahe current routine to a different routine. The
address of the routine is specified in the instruction, in a register, or in memory. The location
of the address determines whether it is interpreted as a relative address or an absolute
address.

Relative Address.A relative jump uses a displacement (immediate mode constant used for
address calculation) held in the instruction. The displacement is signed and variable-length
(byte or doubleword). The destination address is formed by adding the displacement to the
address held in the EIP register. The EIP register then contains the address of the next
instruction to be executed.

Absolute Address.An absolute jump is used with a 32-bit segment offset in either of the
following ways:

1. The program can jump to an address in a general register. This 32-bit value is copied
into the EIP register and execution continues.

2. The destination address can be a memory operand specified using the standard
addressing modes. The operand is copied into the EIP register and execution continues.

45.1.2. CALL INSTRUCTIONS

CALL (Call Procedure) transfers execution and saves the address of the instruction
following the CALL instruction for later use by a RET (Return) instruction. CALL pushes
the current contents of the EIP register on the stack. The RET instruction in the called
procedure uses this address to transfer execution back to the calling program.

CALL instructions, like JMP instructions, have relative and absolute forms.
Indirect CALL instructions specify an absolute address in one of the following ways:

1. The program can jump to an address in a general register. This 32-bit value is copied
into the EIP register, the return address is pushed on the stack, and execution continues.

2. The destination address can be a memory operand specified using the standard
addressing modes. The operand is copied into the EIP register, the return address is
pushed on the stack, and execution continues.

45.1.3. RETURN AND RETURN-FROM-INTERRUPT INSTRUCTIONS

RET (Return From Procedure) terminates a procedure and transfers execution to the
instruction following the CALL instruction which originally invoked the procedure. The RET
instruction restores the contents of the EIP register which were pushed on the stack when the
procedure was called.
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The RET instructions have an optional immediate operand. When present, this constant i
added to the contents of the ESP register, which has the effect of removing any paramete
pushed on the stack before the procedure call.

IRET (Return From Interrupt) returns control to an interrupted procedure. The IRET
instruction differs from the RET instruction in that it restores the EFLAGS register from the
stack. The contents of the EFLAGS register are stored on the stack when an interrupt occurs

45.2. Conditional Transfer Instructions

The conditional transfer instructions are jumps which transfer execution if the states in the
EFLAGS register match conditions specified in the instruction.

45.2.1. CONDITIONAL JUMP INSTRUCTIONS

Table 4-3 shows the mnemonics for the jump instructions. The instructions listed as pairs ar
alternate names for the same instruction. The assembler provides these names for grea
clarity in program listings.

A form of conditional jump instruction is available which uses a displacement added to the
contents of the EIP register if the specified condition is true. The displacement may be a byt
or doubleword. The displacement is signed; it can be used to jump forward or backward.
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Table 4-3. Conditional Jump Instructions

Mnemonic Flag States Description
Unsigned Conditional Jumps
JAIINBE (CF or ZF)=0 Above/not below nor equal
JAE/INB CF=0 Above or equal/not below
JB/INAE CF=1 Below/not above nor equal
JBE/INA (CF oer ZF)=1 Below or equal/not above
JCe CF=1 Carry
JENZ ZF=1 Equal/zero
JNC CF=0 Not carry
JNE/INZ ZF=0 Not equal/not zero
JNP/JPO PF=0 Not parity/parity odd
JP/IIPE PF=1 Parity/parity even
Signed Conditional Jumps
JG/INLE ((SF xor OF) or ZF) =0 Greater/not less nor equal
JGE/INL (SF xor OF)=0 Greater or equal/not less
JL/IINGE (SF xor OF)=1 Less/not greater nor equal
JLE/ING ((SF xor OF) or ZF)=1 Less or equal/not greater
JNO OF=0 Not overflow
JINS SF=0 Not sign (non-negative)
JO OF=1 Overflow
JS SF=1 Sign (negative)

45.2.2. LOOP INSTRUCTIONS

The loop instructions are conditional jumps which use the value of the ECX register as a

count for the number of times to run a loop. All loop instructions decrement the contents of

the ECX register on each reposition and terminate when zero is reached. Four of the five loop
instructions accept the ZF flag as a condition for terminating the loop before the count

reaches zero.

LOOP (Loop While ECX Not Zero) is a conditional jump instruction which decrements the
contents of the ECX register before testing for the loop-terminating condition. If the contents
of the ECX register are non-zero, the program jumps to the destination specified in the
instruction. The LOOP instruction causes the execution of a block of code to be repeated
until the count reaches zero. When zero is reached, execution is transferred to the instruction
immediately following the LOOP instruction. If the value in the ECX register is zero when

4-26



]
Intel® APPLICATION PROGRAMMING

the instruction is first called, the count is pre-decrementddFfFFFFFFHand theLOOP
runs 22 times.

LOOPE (Loop While Equal) andLOOPZ (Loop While Zero) are synonyms for the same
instruction. These instructions are conditional jumps which decrement the contents of the
ECX register before testing for the loop-terminating condition. If the contents of the ECX
register are non-zero and the ZF flag is set, the program jumps to the destination specified |
the instruction. When zero is reached or the ZF flag is clear, execution is transferred to the
instruction immediately following the LOOPE/LOOPZ instruction.

LOOPNE (Loop While Not Equal) andLOOPNZ (Loop While Not Zero) are synonyms

for the same instruction. These instructions are conditional jumps which decrement the
contents of the ECX register before testing for the loop-terminating condition. If the contents
of the ECX register are non-zero and the ZF flag is clear, the program jumps to the
destination specified in the instruction. When zero is reached or the ZF flag is set, executiol
is transferred to the instruction immediately following the LOOPE/LOOPZ instruction.

45.2.3. EXECUTING A LOOP OR REPEAT ZERO TIMES

JECXZ (Jump if ECX Zero) jumps to the destination specified in the instruction if the ECX
register holds a value of zero. The JECXZ instruction is used in combination wit@®e
instruction and with the string scan and compare instructions. Because these instruction
decrement the contents of the ECX register before testing for zero, a loop wifrimes

if the loop is entered with a zero value in the ECX register. The JECXZ instruction is used tc
create loops which fall through without executing when the initial value is zero. A JECXZ
instruction at the beginning of a loop can be used to jump out of the loop if the count is zero
When used with repeated string scan and compare instructions, the JECXZ instruction ca
determine whether the loop terminated due to the count or due to satisfaction of the scan ¢
compare conditions.

4.5.3. Software Interrupts

The INT, INTO, andBOUND instructions allowthe programmer to specify a transfer of
execution to an exception or interrupt handler.

INT n (Software Interrupt) calls the handler specified by an interrupt vector encoded in the

instruction. The INT instruction may specify any interrupt type. This instruction is used to
support multiple types of software interrupts or to test the operation of interrupt service
routines. The interrupt service routine terminates with an IRET instruction, which returns
execution to the instruction following the INT instruction.

INTO (Interrupt on Overflow) calls the handler for the overflow exception, if the OF flag

is set. If the flag is clear, execution continues without calling the handler. The OF flag is set
by arithmetic, logical, and string instructions. This instruction causes a software interrupt for
handling error conditions, such as arithmetic overflow.

BOUND (Detect Value Out of Rangexompares the signed value held in a general register
against an upper and lower limit. The handler for the bounds-check exception is called if the
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value held in the register is less than the lower bound or greater than the upper bound. This
instruction causes a software interrupt for bounds checking, such as checking an array index
to make sure it falls within the range defined for the array.

The BOUND instruction has two operandBhe first operand specifies the general register
being tested. The second operand is the base address of two words or doublewords at
adjacent locations in memory. The lower limit is the word or doubleword with the lower
address; the upper limit has the higher address.BIEND instruction assumethat the

upper limit and lower limit are in adjacent memory locations. These limit values cannot be
register operands; if they are, an invalid-opcode exception occurs.

The upper and lower limits of an array can reside just before the array itself. This puts the
array bounds at a constant offset from the beginning of the array. Because the address of the
array already will be present in a register, this practice avoids extra bus cycles to obtain the
effective address of the array bounds.

4.6. STRING OPERATIONS

String operations manipulate large data structures in memory, such as alphanumeric
character strings. See also the section on I/O for information about the string 1/O instructions
(also known as block 1/O instructions).

The string operations are made by putting string instructions (which execute only one
iteration of an operation) together with other features of the instruction set, such as repeat
prefixes. The string instructions include:

* MOVS—Move String

® CMPS—Compare string

® SCAS—Scan string

® LODS—Load string

® STOS—Store string

After a string instruction executes, the string source and destination registers point to the next
elements in their strings. The string instructions automatically increment or decrement the

contents of these registers by the number of bytes occupied by each string element. A string
element can be a byte, word, or doubleword. The string registers include:

® ESI—Source index register
® EDI—Destination index register

String operations can begin at higher addresses and work toward lower ones, or they can
begin at lower addresses and work toward higher ones. The direction is controlled by:

® DF—Direction flag

If the DF flag is clear, the registers are incremented. If the flag is set, the registers are
decremented. These instructions set and clear the flag:
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® STD—Set direction flag
® CLD—Clear direction flag

To operate on more than one element of a string, a repeat prefix must be used, such as:

® REP—Repeat while the ECX register not zero
® REPE/REPZ—Repeat while the ECX register not zero and the ZF flag is set
* REPNE/REPNZ—Repeat while the ECX register not zero and the ZF flag is clear

Exceptions or interrupts that occur during a string instruction leave the registers in a stat
which allows the string instruction to be restarted. The source and destination registers poir
to the next string elements, the EIP register points to the string instruction, and the ECX
register has the value it held following the last successful iteration. All that is necessary tc
restart the operation is to service the interrupt or fix the source of the exception, then execut
an IRET instruction.

4.6.1. Repeat Prefixes

The repeat prefixeREP (Repeat While ECX Not Zero) REPE/REPZ (Repeat While
Equal/Zero), andREPNE/REPNZ (Repeat While Not Equal/Not Zero)specify repeated
operation of a string instruction.

When a string instruction has a repeat prefix, the operation executes until one of the
termination conditions specified by the prefix is satisfied.

For each repetition of the instruction, the string operation may be suspended by an exceptic
or interrupt. After the exception or interrupt has been serviced, the string operation car
restart where it left off. This mechanism allows long string operations to proceed without
affecting the interrupt response time of the system.

All three prefixes shown in TableError! Bookmark not defined. cause the instruction to
repeat until the ECX register is decremented to zero, if no other termination condition is
satisfied. The repeat prefixes differ in their other termination condition. The REP prefix has
no other termination condition. The REPE/REPZ and REPNE/REPNZ prefixes are usec
exclusively with theSCAS (Scan String) and CMPS (Compare String) instructions. The
REPE/REPZ prefix terminates if the ZF flag is clear. The REPNE/REPNZ prefix terminates
if the ZF flag is set. The ZF flag does not require initialization before execution of a repeatec
string instruction, because both tIB®CAS and CMPS instructions affethe ZF flag
according to the results of the comparisons they make.

Table 4-4. Repeat Instructions

Repeat Prefix Termination Condition 1 Termination Condition 2
REP ECX=0 None
REPE/REPZ ECX=0 ZF=0
REPNE/REPNZ ECX=0 ZF=1
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4.6.2. Indexing and Direction Flag Control

Although the general registers are completely interchangeable under most conditions, the
string instructions require the use of two specific registers. The source and destination strings
are in memory addressed by the ESI and EDI registers. The ESI register points to source
operands. By default, the ESI register is used with the DS segment register. A segment-
override prefix allows the ESI register to be used with the CS, SS, ES, FS, or GS segment
registers. The EDI register points to destination operands. It uses the segment indicated by
the ES segment register; no segment override is allowed. The use of two different segment
registers in one instruction permits operations between strings in different segments.

When ESI and EDI are used in string instructions, they automatically are incremented or
decremented after each iteration. String operations can begin at higher addressescand
toward lower ones, or they can begin at lower addresses and work toward higher ones. The
direction is controlled by the DF flag. If the flag is clear, the registers are incremented. If the
flag is set, the registers are decremented. The STD and CLD instructions set and clear this
flag. Programmers should always put a known value in the DF flag before using a string
instruction.

4.6.3. String Instructions

MOVS (Move String) moves the string element addressed by the ESI register to the location
addressed by the EDI register. TIMOVSB instruction moves bytesshe MOVSW
instruction moves words, and tHdOVSD instruction moves doubleword$he MOVS
instruction, when accompanied by the REP prefix, operates as a memory-to-memory block
transfer. To set up this operation, the program must initialize the ECX, ESI, and EDI
registers. The ECX register specifies the number of elements in the block.

CMPS (Compare Strings) subtracts the destination string element from the source string
element and updates the AF, SF, PF, CF and OF flags. Neither string element is written back
to memory. If the string elements are equal, the ZF flag is set; otherwise, it is cleared.
CMPSB compares bytes, CMPSW compares words, and CMPSD compares doublewords.

SCAS (Scan String)subtracts the destination string element from the EAX, AX, or AL
register (depending on operand length) and updates the AF, SF, ZF, PF, CF and OF flags.
The string and the register are not modified. If the values are equal, the ZF flag is set;
otherwise, it is cleared. THRCASB instruction scans bytetsie SCASW instruction scans
words; the SCASD instruction scans doublewords.

When the REPE/REPZ or REPNE/REPNZ prefix modifies either SBAS or CMPS
instructions, the loop which is formed is terminated by the loop counter or the effect the
SCAS or CMPS instruction has on the ZF flag.

LODS (Load String) places the source string element addressed by the ESI register into the
EAX register for doubleword strings, into the AX register for word strings, or into the AL
register for byte strings. This instruction usually is used in a loop, where other instructions
process each element of the string as they appear in the register.
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STOS (Store String) places the source string element from the EAX, AX, or AL register
into the string addressed by the EDI register. This instruction usually is used in a loop, where
it writes to memory the result of processing a string element read from memory with the
LODS instruction. A REP STOS instruction is the fastest way to initialize a large block of
memory.

4.7. INSTRUCTIONS FOR BLOCK-STRUCTURED LANGUAGES

These instructions provide machine-language support for implementing block-structured
languages, such as C and Pascal. They include ENTER and LEAVE, which simplify
procedure entry and exit in compiler-generated code. They support a structure of pointers ar
local variables on the stack called a stack frame.

ENTER (Enter Procedure) creates a stack frame compatible with the scope rules of block-
structured languages. In these languages, a procedure has access to its own variables ¢
some number of other variables defined elsewhere in the program. The scope of a procedu
is the set of variables to which it has access. The rules for scope vary among languages; th
may be based on the nesting of procedures, the division of the program into separately
compiled files, or some other modularization scheme.

The ENTER instruction has two operands. The first specifies the number of bytes to be
reserved on the stack for dynamic storage in the procedure being entered. Dynamic storage
the memory allocated for variables created when the procedure is called, also known a
automatic variables. The second parameter is the lexical nesting level (from 0 to 31) of the
procedure. The nesting level is the depth of a procedure in the hierarchy of a block-structure
program. The lexical level has no particular relationship to either the protection privilege
level or to the 1/O privilege level.

The lexical nesting level determines the number of stack frame pointers to copy into the nev
stack frame from the preceding frame. A stack frame pointer is a doubleword used to acces
the variables of a procedure. The set of stack frame pointers used by a procedure to acce
the variables of other procedures is called the display. The first doubleword in the display is ¢
pointer to the previous stack frame. This pointer is used by a LEAVE instruction to undo the
effect of an ENTER instruction by discarding the current stack frame.

Example: ENTER 2048,3

Allocates 2K bytes of dynamic storage on the stack and sets up pointers to two previous stac
frames in the stack frame for this procedure.

After the ENTER instruction creates the display for a procedure, it allocates the dynamic
(automatic) local variables for the procedure by decrementing the contents of the ESF
register by the number of bytes specified in the first parameter. This new value in the ESF
register serves as the initial top-of-stack for RWSH and POP operations within the
procedure.

To allow a procedure to address its display, the ENTER instruction leaves the EBP registe
pointing to the first doubleword in the display. Because stacks grow down, this is actually the
doubleword with the highest address in the display. Data manipulation instructions which
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specify the EBP register as a base register automatically address locations within the stack
segment instead of the data segment.

The ENTER instruction can be used in two ways: nested and non-nested. If the lexical level

is 0, the non-nested form is used. The non-nested form pushes the contents of the EBP
register on the stack, copies the contents of the ESP register into the EBP register, and
subtracts the first operand from the contents of the ESP register to allocate dynamic storage.
The non-nested form differs from the nested form in that no stack frame pointers are copied.

The nested form of the ENTER instruction occurs when the second parameter (lexical level)

is not zero.

The psuedo code in Example 4-1 shows the formal definition of the ENTER instruction.
STORAGE is the number of bytes of dynamic storage to allocate for local variables, and
LEVEL is the lexical nesting level.

Example 4-1. ENTER Definition

Push EBP
Set a temporary value FRAME_PTR := ESP
If LEVEL > 0 then
Repeat LEVEL-1 times
EBP := EBP-4
Push the doubleword pointed to by EBP
End Repeat
Push FRAME_PTR
End if
EBP := FRAME_PTR
ESP := ESP-STORAGE

The main procedure (in which all other procedures are nested) operates at the highest lexical
level, level 1. The first procedure it calls operates at the next deeper lexical level, level 2. A
level 2 procedure can access the variables of the main program, which are at fixed locations
specified by the compiler. In the case of level 1, the ENTER instruction allocates only the
requested dynamic storage on the stack because there is no previous display to copy.

A procedure which calls another procedure at a lower lexical level gives the called procedure
access to the variables of the caller. The ENTER instruction provides this access by placing a
pointer to the calling procedure's stack frame in the display.

A procedure which calls another procedure at the same lexical level should not give access to
its variables. In this case, the ENTER instruction copies only that part of the display from the
calling procedure which refers to previously nested procedures operating at higher lexical
levels. The new stack frame does not include the pointer for addressing the calling
procedure's stack frame.

The ENTER instruction treats a re-entrant procedure as a call to a procedure at the same
lexical level. In this case, each succeeding iteration of the re-entrant procedure can address
only its own variables and the variables of the procedures within which it is nested. A re-
entrant procedure always can address its own variables; it does not require pointers to the
stack frames of previous iterations.
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By copying only the stack frame pointers of procedures at higher lexical levels, the ENTER
instruction makes certain that procedures access only those variables of higher lexical level
not those at parallel lexical levels (see Figure 4-15).

MAIN (LEXICAL LEVEL 1)
PROCEDURE A (LEXICAL LEVEL 2)
| PROCEDURE B (LEXICAL LEVEL 3) |

PROCEDURE C (LEXICAL LEVEL 3)
IPROCEDURE D (LEXICAL LEVEL 4) I

APM24

Figure 4-15. Nested Procedures

Block-structured languages can use the lexical levels defined by ENTER to control access t
the variables of nested procedures. In the figure, for example, if PROCEDURE A calls
PROCEDURE B which, in turn, calls PROCEDURE C, then PROCEDURE C will have
access to the variables MAIN and PROCEDURE A, but not those of PROCEDURE B
because they are at the same lexical level. The following definition describes the access t
variables for the nested procedures in Figure 4-15.

1. MAIN has variables at fixed locations.
2. PROCEDURE A can access only the variables of MAIN.

3. PROCEDURE B can access only the variables of PROCEDURE A NhidN.
PROCEDURE B cannot access the variables of PROCEDURE C or PROCEDURE D.

4. PROCEDURE C can access only the variables of PROCEDURE AM#Xd.
PROCEDURE C cannot access the variables of PROCEDURE B or PROCEDURE D.

5. PROCEDURE D can access the variables of PROCEDURE C, PROCEDURE A, and
MAIN. PROCEDURE D cannot access the variables of PROCEDURE B.

In Figure 4-16, an ENTER instruction at the beginning of NN program creates three
doublewords of dynamic storage for MAIN, but copies no pointers from other stack frames.
The first doubleword in the display holds a copy of the last value in the EBP register before
the ENTER instruction was executed. The second doubleword (which, because stacks gro
down, is stored at a lower address) holds a copy of the contents of the EBP register followin
the ENTER instruction. After the instruction is executed, the EBP register points to the first
doubleword pushed on the stack, and the ESP register points to the last doubleword in tf
stack frame.
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OLD EBP <«<— EBP
DISPLAY
MAIN'S EBP
DYNAMIC
STORAGE
«<— ESP

APM23

Figure 4-16. Stack Frame after Entering MAIN

When MAIN calls PROCEDURE Athe ENTER instruction creates a new display (see
Figure 4-17). The first doubleword is the last value held in MAIN's EBP register. The second
doubleword is a pointer to MAIN's stack frame which is copied from the second doubleword
in MAIN's display. This happens to be another copy of the last value held in MAIN's EBP
register. PROCEDURE A can access variablesVilhIN because MAIN is atlevel 1.
Therefore the base address for the dynamic storage ud¢dlih is the current address in

the EBP register, plus four bytes to account for the saved contents of MAIN's EBP register.
All dynamic variables for MAIN are at fixed, positive offsets from this value.

When PROCEDURE A calls PROCEDURE B, the ENTER instruction creates a new display.
(See Figure 4-18). The first doubleword holds a copy of the last value in PROCEDURE A's
EBP register. The second and third doublewords are copies of the two stack frame pointers in
PROCEDURE A's display. PROCEDURE B can access variables in PROCEDURE A and
MAIN by using the stack frame pointers in its display.

When PROCEDURE B calls PROCEDURE C, the ENTER instruction creates a new display
for PROCEDURE C. (See Figure 4-19). The first doubleword holds a copy of the last value
in PROCEDURE B's EBP register. This is used by the LEAVE instruction to restore
PROCEDURE B's stack frame. The second and third doublewords are copies of the two stack
frame pointers in PROCEDURE A's display. If PROCEDURE C were at the next deeper
lexical level from PROCEDURE B, a fourth doubleword would be copied, which would be
the stack frame pointer to PROCEDURE B's local variables.

Note that PROCEDURE B and PROCEDURE C are at the same level, so PROCEDURE C is
not intended to access PROCEDURE B's variables. This does not mean that PROCEDURE C
is completely isolated from PROCEDURE B; PROCEDURE C is called by PROCEDURE B,
so the pointer to the returning stack frame is a pointer to PROCEDURE B's stack frame. In
addition, PROCEDURE B can pass parameters to PROCEDURE C either on the stack or
through variables global to both procedures (i.e., variables in the scope of both procedures).
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OLD EBP

MAIN'S EBP

MAIN'S EBP <— e8P
DISPLAY

MAIN'S EBP

PROCEDURE A'S EBP
DYNAMIC
STORAGE
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Figure 4-17. Stack Frame after Entering PROCEDURE A
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Figure 4-18. Stack Frame after Entering PROCEDURE B
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OLD EBP

MAIN'S EBP

MAIN'S EBP

MAIN'S EBP

PROCEDURE A'S EBP
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Figure 4-19. Stack Frame after Entering PROCEDURE C
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LEAVE (Leave Procedure) reverses the action of the previous ENTER instruction. The
LEAVE instruction does not have any operands. The LEAVE instruction copies the contents
of the EBP register into the ESP register to reladisgtack space allocated to the procedure.
Then the LEAVE instruction restores the old value of the EBP register from the stack. This
simultaneously restores the ESP register to its original value. A subsequent RET instruction
then can remove any arguments and the return address pushed on the stack by the calling
program for use by the procedure.

4.8. FLAG CONTROL INSTRUCTIONS

The flag control instructions change the state of bits in the EFLAGS register, as shown in
Table 4Error! Bookmark not defined. .

Table 4-5. Flag Control Instructions

Instruction Effect
STC (Set Carry Flag) CF1
CLC (Clear Carry Flag) CF-0
CMC (Complement Carry Flag) CF - -CF
CLD (Clear Direction Flag) DF - 0
STD (Set Direction Flag) DF - 1

4.8.1. Carry and Direction Flag Control Instructions

The carry flag instructions are useful with instructions like the rotate-with-carry instructions
RCL and RCR. They can initialize the carry flag, CF, to a known state before execution of an
instruction which copies the flag into an operand.

The direction flag control instructions set or clear the direction flag, DF, which controls the
direction of string processing. If the DF flag is clear, the processor increments the string
index registers, ESI and EDI, after each iteration of a string instruction. If the DF flag is set,
the processor decrements these index registers.

4.8.2. Flag Transfer Instructions

Though specific instructions exist to alter the CF and DF flags, there is no direct method of
altering the other application-oriented flags. The flag transfer instructions allow a program to
change the state of the other flag bits using the bit manipulation instructions once these flags
have been moved to the stack or the AH register.

The LAHF and SAHF instructions deal with five of the status flags, which are used primarily
by the arithmetic and logical instructions.
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LAHF (Load AH from Flags) copies the SF, ZF, AF, PF, and CF flags to the AH register
bits 7, 6, 4, 2, and 0, respectively (see Figure 4-20). The contents of the remaining bits 5, ¢
and 1 are left undefined. The contents of the EFLAGS register remain unchanged.

SAHF (Store AH into Flags)copies bits 7, 6, 4, 2, and 0 from the AH register into the SF,
ZF, AF, PF, and CF flags, respectively (see Figure 4-20).

7 /6 /5 /4 /3 /2 /1 J0

s|z|q[alq P4 lc
FIFIOIF|°lF|*IF

THE BIT POSITIONS OF THE FLAGS ARE THE SAME,
WHETHER THEY ARE HELD IN THE EFLAGS REGISTER
OR THE AH REGISTER. BIT POSITIONS SHOWN AS

[ ARE INTEL RESERVED. DO NOT USE.

APM21

Figure 4-20. Low Byte of EFLAGS Register

The PUSHF an®OPF instructionare not only useful for storing the flags in memory where
they can be examined and modified, but also are useful for preserving the state of the
EFLAGS register while executing a subroutine.

PUSHF (Push Flags)pushes the lower word of the EFLAGS register onto the stack (see
Figure 4-21). The PUSHFD instruction pushes the entire EFLAGS register onto the stack (the
RF and VM flags read as clear, however).

S —»|  PUSHFDIPOPFD
Pi >| PUSHF/POPF

31 /30/29/28/27 /26 /25 /24/23 /22/21 /20/19/18/17/16/75/74 /13 12/171 /10/9 /8 /7 /6 /5 /4 /3 /2 /T
|

IYYAVRON o lolp|r|T|s|z[olAlo|Pl1lc

ol ticimlF|®|T| P |FIF|F|F|F|F

P|F i

0|0|0|0f0(0|0O|OfO(O

BIT POSITIONS MARKED 0 OR 1 ARE INTEL RESERVED.
DO NOT USE.

APM22

Figure 4-21. Flags Used with PUSHF and POPF
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POPF (Pop Flags)pops a word from the stack into the EFLAGS register. Only bits 11, 10,
8,7, 6, 4, 2, and 0 are affected with adles of this instruction. If the privilege level of the
current code segment is 0 (most privileged), the IOPL bits (bits 13 and 12) also are affected.
If the I/O privilege level (IOPL) is 0, the IF flag (bit 9) also is affected. PF@PFD
instruction pops a doubleword into the EFLAGS register, and it can change the state of the
AC bit (bit 18) and the ID bit (bit 21), as well as the bits affected by a POPF instruction.

4.9. NUMERIC INSTRUCTIONS

The Pentium processor includes hardware and instructions for high-precision numeric
operations on a variety of numeric data types, including 80-bit extended real and 64-bit long
integer. Arithmetic, comparison, transcendental, and data transfer instructions are available.
Frequently-used constants are also provided, to enhance the speed of numeric calculations.

The numeric instructions are embedded in the instruction stream of the Pentium processor, as
though they were being executed by a single device having both integer and floating-point
capabilities. But the floating-point unit of the Pentium processor actually works in parallel
with the integer unit, resulting in higher performance.

Refer to Chapter & confirm the presence of a Pentium processor floating-point unit.
Chapter 6 describes the numeric instructions in more detail.

4.10. SEGMENT REGISTER INSTRUCTIONS

There are several distinct types of instructions which use segment registers. They are grouped
together here because, if system designers choose an unsegmented model of memory
organization, none of these instructions are used. The instructions which deal with segment

registers include the following:

1. Segment-register transfer instructions.

MOV SegReg, ...

MOV ..., SegReg

PUSH SegReg

POP SegReg

2. Control transfers to another executable segment.

JMP far

CALL far

RET far

3. Data pointer instructions.

LDS reg, 48-bit memory operand
LES reg, 48-bit memory operand
LFS reg, 48-bit memory operand
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LGS reg, 48-bit memory operand
LSS reg, 48-bit memory operand

4. Note that the following interrupt-related instructions also are used in unsegmented
systems. Although they can transfer execution between segments when segmentation
used, this is transparent to the application programmer.

INT n
INTO
BOUND
IRET

4.10.1. Segment-Register Transfer Instructions

Forms of the MOV, POP, andUSH instructions alsare used to load and store segment
registers. These forms operate like the general-register forms, except that one operand is
segment register. THAOV instruction cannot copthe contents of a segment register into
another segment register.

The POP and MOV instructions canngtce a value in the CS register (code segment); only
the far control-transfer instructions affect the CS register. When the destination is the SS
register (stack segment), interrupts are disabled until after the next instruction.

No 16-bit operand size prefix is needed when transferring data between a segment regist
and a 32-bit general register.

4.10.2. Far Control Transfer Instructions

The far control-transfer instructions transfer execution to a destination in another segment b
replacing the contents of the CS register. The destination is specified by a far pointer, whicl
is a 16-bit segment selector and a 32-bit offset into the segment. The far pointer can be &
immediate operand or an operand in memory.

Far CALL . An intersegment CALL instruction places the values held in the EIP and CS
registers on the stack.

Far RET. An intersegment RET instruction restores the values of the CS and EIP registers
from the stack.

4.10.3. Data Pointer Instructions

The data pointer instructions load a far pointer into the processor registers. A far pointel
consists of a 16-bit segment selector, which is loaded into a segment register, and a 32-k
offset into the segment, which is loaded into a general register.
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LDS (Load Pointer Using DS)copies a far pointer from the source operand into the DS
register and a general register. The source operand must be a memory operand, and the
destination operand must be a general register.

Example: LDS ESI, STRING_X

Loads the DS register with the segment selector for the segment addressed by STRING_X,
and loads the offset within the segment to STRING_X into the ESI register. Specifying the
ESI register as the destination operand is a convenient way to prepare for a string operation,
when the source string is not in the current data segment.

LES (Load Pointer Using ES)has the same effect as the LDS instruction, except the
segment selector is loaded into the ES register rather than the DS register.

Example: LES EDI, DESTINATION_X

Loads the ES register with the segment selector for the segment addressed by
DESTINATION_X, and loads the offset within the segment to DESTINATION_X into the
EDI register. This instruction is a convenient way to select a destination for string operation
if the desired location is not in the current E-data segment.

LFS (Load Pointer Using FS)has the same effect as the LDS instruction, except the FS
register receives the segment selector rather than the DS register.

LGS (Load Pointer Using GS)has the same effect as the LDS instruction, except the GS
register receives the segment selector rather than the DS register.

LSS (Load Pointer Using SShas the same effect as the LDS instruction, except the SS
register receives the segment selector rather than the DS register. This instruction is
especially important, because it allows the two registers which identify the stack (the SS and
ESP registers) to be changed in one uninterruptible operation. Unlike the other instructions
which can load the SS register, interrupts are not inhibited at the end of the LSS instruction.
The other instructions, such as POP SS, turn off interrupts to ghafibllowing instruction

to load the ESP register without an intervening interrupt. Since both the SS and ESP registers
can be loaded by the LSS instruction, there is no need to disable or re-enable interrupts.

4.11. MISCELLANEOUS INSTRUCTIONS

The following instructions do not fit in any of the previous categories, but are no less
important.

The CMPXCHG8B and CPUID instructiorasre new instructions on the Pentium processor
and bring improved functionality by providing a single instruction to accomplish what
previously took multiple instructions on earlier microprocessors.

The BSWAP, XADD, andCMPXCHG instructionsre not available on Intel386 DX or SX
microprocessors. An Intel386 CRldn perform the same operations in multiple instructions.
To use these instructions, always include functionally-equivalent code for Intel386 CPUs.
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To determine whether these new instructions can be used, the type of processor in a syste
needs to be determined. See Chapter 5 for code examples and information on determining tl
type of the different processors.

4.11.1. Address Calculation Instruction

LEA (Load Effective Address) puts the 32-bit offset to a source operand in memory (rather
than its contents) into the destination operand. The source operand must be in memory, ar
the destination operand must be a general register. This instruction is especially useful fo
initializing the ESI or EDI registers before the execution of string instructions or initializing
the EBX register before an XLAT instruction. The LEA instruction can perform any indexing
or scaling which may be needed.

Example: LEA EBX, EBCDIC_TABLE

Causes the processor to place the address of the starting location of the table labele
EBCDIC_TABLE into EBX.

4.11.2. No-Operation Instruction

NOP (No Operation) occupies a byte of code space. When executed, it increments the EIP
register to point at the next instruction, but affects nothing else.

4.11.3. Translate Instruction

XLATB (Translate) replaces the contents of the AL register with a byte read from a
translation table in memory. The contents of the AL register are interpreted as an unsigne
index into this table, with the contents of the EBX register used as the base address. TF
XLAT instruction does the same operation and loads its result into the same register, but i
gets the byte operand from memory. This function is used to convert character codes fror
one alphabet into another. For example, an ASCII code could be used to look up its EBCDIC
equivalent.

4.11.4. Byte Swap Instruction

BSWAP (Byte Swap)reverses the byte order in a 32-bit register operand. Bit positions 7..0
are exchanged with 31..24, and bit positions 15..8 are exchanged with 23..16. This instructio
is useful for converting between "big-endian" and "little-endian" data formats. Executing this
instruction twice in a row leaves the register in the same value as before. This instructior
also speeds execution of decimal arithmetic by operating on four digits at a timenasin
Example 4-2.
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Example 4-2. ASCII Arithmetic Using BSWAP

$titleCASCII Add/Subtract with BSWAP")

name ASCII_arith

code segment  er public use32

Add a string of 4 ASCII decimal digits together.
The upper nibble MUST be 3.

DS:[ESI] points at operand 1

DS:[EBX] points at operand 2

DS:[EDI] points at the destination

add10proc near

1
1

1

Perform ASCII add using BSWAP instruction

mov eax, [esi] ; Get low four digits of first operand
bswapeax ; Put into big-endian form

add eax, 96969696H ; Adjust for addition so carries work
mov ecx, [ebx] ; Get low four digits of second operand
bswapecx ; Put into big-endian form

add eax, ecx ; Do the add with inter-digit carry
rcr ch,1 ; Save the carr flag

mov edx,eax ; Save the value

and eax, OFOFOFOFOH ; Extract the uppernibble

sub eax, eax ; Zero out uppernibble of each byte
shr eax, 4 ; Prepare for fixup

and eax, 0OAOAOAOAH ; If non-zero upper nibble then form

; as adjustment value to lower nibble
add eax, edx ; Form adjusted lower nibble value

; Upper nibbles may be 1 from adjustment
or eax, 30303030H ; Convert back to ASCII

bswapeax ; Back to little-endien
mov [edi], eax ; Set destination

rcl ch,1 ; Restore carry

ret

add10 endp
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Subtract a string of 4 ASCII decimal digits together.
The upper nibble must be 3.

DS:[ESI] points at operand 1

DS:[EBX] points at operand 2
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subl0proc near

1

; Perform ASCII subtract using BSWAP instruction.

mov eax, [esi] ; Get low four digits of first operand

bswap eax ; Put into big-endian form

mov  ecx, [ebx] ; get low four digits of second operand

bswap ecx ; Put into big-endian form

sub eax,ecx ; Do the subtraction with inter-digit
borrow

rcr ch,1 ; Save the carry flag

mov  edx, eax ; Save the value

and eax, OFOFOFOFOH ; Extract upper nibble, F if borrow
happened

sub edx, eax ; Zero out upper nibble of each byte

shr eax, 4 ; Prepare for fixup

and eax,0A0AOAOAH ; If non-zero upper nibble then form
; 10 as adjustment value to lower nibble
add eax, edx ; Form adjusted lower nibble value
; upper nibbles may be 1 from adjustment
or eax, 30303030H ; Convert back to ASCII
bswapeax ; Convert to little-endian
mov [edi], eax ; Set to destination
rcl ch,1 ; Restore borrow
ret

subl0endp

code ends
end

4.11.5. Exchange-and-Add Instruction

XADD (Exchange and Add)takes two operands: a source operand in a register and a
destination operand in a register or memory. The source operand is replaced with th
destination operand, and the destination operand is replaced with the sum of the source al
destination operands. The flags reflect the result of the addition. This instruction can be
combined with LOCK in a multiprocessing system to allow multiple processors to execute

one do loop.

4.11.6. Compare-and-Exchange Instructions

CMPXCHG (Compare and Exchange)takes three operands: a source operand in a register,
a destination operand in a register or memory, and the accumulator (i.e., the AL, AX, or
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EAX register, depending on operand size). If the values in the destination operand and the
accumulator are equal, the destination operand is replaced with the source operand.
Otherwise, the original value of the destination operand is loaded into the accumulator. The
flags reflect the result which would have been obtained by subtracting the destination

operand from the accumulator. The ZF flag is set if the values in the destination operand and
the accumulator were equal, otherwise it is cleared.

The CMPXCHG instruction is useful for testing and modifying semaphores. It performs a
check to see if a semaphore is free. If the semaphore is free it is marked allocated, otherwise
it gets the ID of the current owner. This is all done in one uninterruptible operation. In a
single processor system, it eliminates the need to switch to level 0 to disable interrupts to
execute multiple instructions. For multiple processor syst@iXCHG can be combined

with LOCK to perform all bus cycles atomically.

CMPXCHGS8B (Compare and Exchange 8 Byteskakes three operands: a destination
operand in memory, a 64-bit value in EDX:EAX and a 64-bit value in ECX:EBX.
CMPXCHGS8B compareshe 64-bit value in EDX:EAX with the destination. If they are
equal, the 64-bit value in ECX:EBX is stored in the destination. If EDX:EAX and the
destination are not equal, the destination is loaded into EDX:EAX. The ZF flag is set if the
values in the destination and EDX:EAX are equal, otherwise it is cleared. The CF, PF, AF,
SF, and OF flags are unaffected. CMPXCHG®2B be combined with LOCK to perform all

bus cycles in one uninterruptible operation.

4.11.7. CPUID Instruction

CPUID provides information to software about the the vendor and model of microprocessor
on which it is executing. By loading a zero into EAX and then executingC®ieD
instruction, the ECX, EDX, and EBX registers will contain a vendor identification string.
The EAX register will contain the highest input value understood by the CPUID instruction.
Software can then obtain additional information regarding which features are present by
moving a one (or up to the highest value returned in EAX previously) into EAX and
executing the CPUID instruction again.

When a one is loaded into the EAX register before executing the CPUID instruction, the
EAX register contains information regarding the family, model and stepping of the processor
as shown in Figure 4-22. Bits 8-11 of the EAX register indicate what family the processor
belongs to and will be 5 for the Pentium microprocessor. Bits 4-7 of the EAX register
indicate the model and will be 0 to indicate the first model in the Pentium processor family.
Bits 0-3 of the EAX register indicate the Stepping ID which is a unique identifier for each

revision level.

The EBX and ECX registers are reserved following execution of this instruction with an
input value of one, and the EDX register will contain information on which features are
present on a particular processor. For more information on the feature bits of EDX, see
Appendix H.

The ability to set and clear the ID flag in the EFLAGS register indicates whether the
processor supports the CPUID instruction. The CPUID instruction be executed at any
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privilege level to serialize instruction execution. Serializing instruction execution guarantees
that any modifications to flags, registers, and memory for previous instructions are completec
before the next instruction is fetched and executed. For more information on serializing
operations, see Chapter 18.

31 50 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12/711 10 9 8/7 6 & 4/3 2 1 O

RESERVED 0101|0000(0000

FAMILY MODEL STEPPING

APM19

Figure 4-22. EAX Following the CPUID Instruction
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CHAPTER 5
FEATURE DETERMINATION

Identifying the type of processor present in a system may be necessary in order to determir
which features are available to an application. Chapter 23 contains a complete list of whicl
features are available for the different Intel architectures. The absence of an integrate
floating-point unit (FPU) or numeric processor extension (NPX) may also need to be
determined if software needs to emulate the floating-point instructions.

This chapter discusses processor identification, as well as on-chip FPU and NPX presenc
detection and identification. Sample code is provided in Example 5-1.

5.1. CPU IDENTIFICATION

The setting of the flags stored by tREISHF instruction, by interruptand by exceptions is
different on the 32 bit processors than that stored by the 8086 and Intel 286 processors in bi
12 and 13 (IOPL), 14 (NT), and 15 (reserved). These differences can be used to distinguis
what type of processor is present in a system while an application is running.

® 8086 processdrl bits 12 through 15 are always set.
® Intel 286 processdn bits 12 through 15 are always clear in real-address mode.

® 32-bit processors — in real-address mode, bit 15 is always clear and bits 14 through 1.
have the last value loaded into them. In , bit 14 has the last value loaded into it, bit 1°
is always clear, and IOPL depends on the CPL (if @PQ, the IOPL is unchanged,
otherwise it is updated).

Other EFLAG register bits that can be used to differentiate between the 32-bit processor
include:

®* Bit 18 (AC), implemented on the Intel486 and Pentium processors, can be used tc
distinguish an Intel386 processor from the Intel486 and Pentium processors as it will
always be clear on an Intel386 processor.

® Bit 21 (ID) can be used to determine if an application can executeCHigID
instruction. This instruction supplies information to applications at runtime that
identifies Intel as the vendor, including family, model, stepping, and what features are
implemented on the processor in the system an application is running on. The ability to
set and clear this bit indicates that the CPUID instruction is supported by the processor
See Chapter 25 for details on this instruction.
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5.2. FPU DETECTION

To determine whether an FPU or NPX is present in a system, applicasionsrite to the

status and control word registers using the FNINIT instruction and then verify the correct
values are read back. OncePU or NPX is determined to be present, its tyge then be
determined. In most cases, the processor type will determine the tygfeUofor NPX,
however, an Intel386 microprocessor may work with either an Intel287™ or Intel387 math
coprocessor. To determine which of these is present, the infinity of the coprocessor must be
checked. On the Intel287 math coprocessor, positive infinity is equal to negative infinity. On
the Intel387 math coprocessor, however, positive infinity is not equal to negative infinity.

5.3. SAMPLE CPUID IDENTIFICATION/FPU DETECTION CODE

Example 5-1 is the Intel recommended method of determing the processor type as well as the
presence and type of NPX or integrated FPU. This code has been modified from previous
versions of Intel's recommended CPU identification code by modularizing the printing
functions so that applications not running iD@S environmentan remove or change the

print function to conform to the appropriate environment. Note that this code (and previous
versions) is supported on the Intel 286 in real-address mode only. This example was created
using Microsoft's assembler directives.

Example 5-1. CPU Identification and FPU Detection

; Filename: cpuid32.msm

; This program has been developed by Intel Corporation.
; Software developers have Intel's permission to incorporate
; this source code into your software royalty free.

; Intel specifically disclaims all warranties, express or

; implied, and all liability, including consequential and other

; indirect damages, for the use of this code, including

; liability for infringement of any proprietary rights. Intel

; does not assume any responsibility for any errors which may
; appear in this code nor any responsibility to update it.

; This program contains three parts:

; Part 1: Identifies CPU type in the variable cpu_type:
; 0=8086 processor

; 2=Intel 286 processor

; 3=Intel386(TM) processor

; 4=Intel486(TM) processor

; 5=Pentium(R) processor

; Part 2: Identifies FPU type in the variable fpu_type:
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; 0=FPU not present

; 1=FPU present

; 2=287 present (only if cpu_type=3)
; 3=387 present (only if cpu_type=3)

; Part 3: Prints out the appropriate message. This part can

; be removed if this program is not used in a DOS-based
; system. Portions affected are at the end of the

; data segment and the print procedure in the code

; segment.

; This program was assembled with Microsoft's Assembler MASM
; 6.0. While this program mostly uses 16-bit operands, some

; 32-bit operands are required to check the 32-bit EFLAGS

; register once it has been determined that the processor is at

; least an Intel386 processor. 32-bit operations are invoked by

; using the macro OPND32.

TITLE CPUID
DOSSEG
.model small
.stack 100h
.186

; The OPND32 macro takes either zero or two parameters.

; With zero parameters, it generates the 32-bit operand-size prefix.
; With two parameters, it generates the 32-bit operand-size prefix,
; followed by an opcode and a 32-bit immediate value. These
parameters

; are used to generate XOR AX,imm32 instructions.

OPND32 MACRO op_code, op_erand
db  66h ; Force 32-bit operand size
IFNB <op_code>
db  op_code ; Optional opcode
IFNB <op_erand>
dd op_erand ; Optional 32-bit immediate value

ENDIF

ENDIF

ENDM

CPUID MACRO
db O0fh  ; Opcode for CPUID instruction
db  0azh

ENDM

TRUE equ 1

5-3



FEATURE DETERMINATION

FAMILY_MASK equ 0f0Oh
FAMILY_SHIFT equ 8
MODEL_MASK equ 0fOh
MODEL_SHIFT equ 4
STEPPING_MASK equ Ofh
FPU_FLAG equ 1h
MCE_FLAG equ 80h
CMPXCHG8B_FLAG equ 100h

.data
fp_status dw  ?
vendor_id db 12 dup (?)
cpu_type db ?
model db 7
stepping do ?
id_flag db O
fpu_type db O
intel_proc db O
feature_flags dw 2 dup (0)
; Remove the remaining data declarations if not using the DOS-based
; print procedure

id_msg db "This system has a$"
fp_8087 db " and an 8087 math coprocessor$"
fp_80287 db " and an 80287 math coprocessor$"
fp_80387 db " and an 80387 math coprocessor$"
c8086 db "n 8086/8088 processor$"
€286 db "n 80286 processor$"
€386 db "n 80386 processor$"
c486 db "n 80486 DX processor or 80487 SX math coprocessor$"
c486nfp  db "n 80486 SX processor$”
Intel486_msg db 13,10,"This system contains a Genuine "
db "Intel486(TM) processor”,13,10,"$"
Pentium_msg db 13,10,"This system contains a Genuine "
db "Intel Pentium(R) processor”,13,10,"$"
modelmsg  db "Model: $"
steppingmsg db "Stepping: $"
familymsg db 13,10,"Processor Family: $"
period db ".",13,10,"$"
dataCR db ?,13,10,"$"
intel_id db "Genuinelntel"
fpu_msg db 13,10,"This processor contains a FPU",13,10,"$"
mce_msg  db "This processor supports the "
db "Machine Check Exception”,13,10,"$"
cmp_msg  db "This processor supports the "
db "CMPXCHGSB instruction",13,10,"$"
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not_intel db "t least an 80486 processor.",13,10
db "It does not contain a Genuine Intel partand as a "
db "result,",13,10,"the CPUID detection information "
db "cannot be determined at this time.",13,10,"$"

; This code identifies the processor and coprocessor

; that are currently in the system. The program first

; determines the processor id. When that is accomplished,
; the program then determines whether a coprocessor

; exists in the system. If a coprocessor or integrated

; coprocessor exists, the program identifies

; the coprocessor id. The program then prints out

; the CPU and floating point presence and type.

.code

start: mov ax, @data
mov  ds, ax ; set segment register
mov  es, ax ; set segment register
pushf ; save for restoration at end
call get_cpuid
call get_fpuid
call print
popf
mov  ax, 4c00h ; terminate program
int 21h

get_cpuid proc

; This procedure determines the type of CPU in a system

; and sets the cpu_type variable with the appropriate value.

; All registers are used by this procedure, none are preserved.

; Intel 8086 CPU check
; Bits 12-15 of the FLAGS register are always set on the
; 8086 processor.

check _8086:
pushf ; push original FLAGS
pop ax ; get original FLAGS
mov  cx, ax ; save original FLAGS
and ax, Offfh ; clear bits 12-15 in FLAGS
push ax : save new FLAGS value on stack
popf ; replace current FLAGS value
pushf ; get new FLAGS
pop ax ; store new FLAGS in AX

and ax, 0f000h ; if bits 12-15 are set, then CPU
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chec

chec
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cmp  ax, 0f000h : is an 8086/8088
mov  cpu_type, 0 ; turn on 8086/8088 flag
je  end_get_cpuid ;jump if CPU is 8086/8088

Intel 286 CPU check
Bits 12-15 of the FLAGS register are always clear on the
Intel 286 processor in real-address mode.

k_80286:

or cx, 0f000h ;try to set bits 12-15

push cx ; save new FLAGS value on stack
popf ; replace current FLAGS value
pushf ; get new FLAGS

pop ax ; store new FLAGS in AX

and ax, 0f000Oh ; if bits 12-15 clear, CPU=80286
mov  cpu_type, 2 ; turn on 80286 flag
jz end_get_cpuid ;if no bits set, CPU is 80286

Intel386 CPU check
The AC bit, bit #18, is a new bit introduced in the EFLAGS

register on the Intel486 DX CPU to generate alignment faults.

This bit cannot be set on the Intel386 CPU.

k_80386:

It is now safe to use 32-bit opcode/operands

mov  bx, sp ; save current stack pointer to align
and sp,not3 ; align stack to avoid AC fault
OPND32

pushf ; push original EFLAGS

OPND32

pop ax ; get original EFLAGS

OPND32

mov  cx, ax ; save original EFLAGS

OPND32 35h, 40000h ; flip (XOR) AC bit in EFLAGS
OPND32

push ax ; save new EFLAGS value on stack
OPND32

popf ; replace current EFLAGS value
OPND32

pushf ; get new EFLAGS

OPND32

pop ax ; store new EFLAGS in EAX
OPND32

Xor  ax, cx ; can't toggle AC bit, CPU=80386
mov  cpu_type, 3 ;turn on 80386 CPU flag
mov  sp, bx ; restore original stack pointer

jz end_get _cpuid ;jump if 80386 CPU
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and sp, not3 ; align stack to avoid AC fault
OPND32

push cx

OPND32

popf ; restore AC bit in EFLAGS first
mov  sp, bx ; restore original stack pointer

; Intel486 DX CPU, Intel487 SX NDP, and Intel486 SX CPU check
; Checking for ability to set/clear ID flag (Bit 21) in EFLAGS

; which indicates the presence of a processor

; with the ability to use the CPUID instruction.

check_80486:
mov  cpu_type, 4 ;turn on 80486 CPU flag

OPND32

mov  ax, cX ; get original EFLAGS

OPND32 35h, 200000h ; flip (XOR) ID bit in EFLAGS
OPND32

push ax ; save new EFLAGS value on stack
OPND32

popf ; replace current EFLAGS value
OPND32

pushf ; get new EFLAGS

OPND32

pop ax ; store new EFLAGS in EAX
OPND32

Xor  ax, cx ; can't toggle ID bit,

je  end_get cpuid ; CPU=80486

Execute CPUID instruction to identify Intel as the vendor,
including family, model and stepping.

check_vendor:
mov id_flag,1 ; set flag indicating use of CPUID

;inst.
OPND32
Xor  ax, ax ; set up input for CPUID instruction
CPUID : macro for CPUID instruction
OPND32
mov  word ptr vendor_id, bx ; setup to test for vendor id
OPND32
mov  word ptr vendor_id[+4], dx
OPND32

mov  word ptr vendor_id[+8], cx
mov  si, offset vendor_id

mov  di, offset intel_id

mov  cx, length intel_id

5-7



]
FEATURE DETERMINATION I ntel ®

compare:
repe cmpsb ; compare vendor id to "Genuinelntel"
or  cx, cx

jnz  end_get_cpuid ; if not zero, not an Intel CPU,

intel_processor:

mov intel_proc, 1

cpuid_data:

OPND32

cmp  ax, 1 ; make sure 1 is a valid input
; value for CPUID

jl  end_get_cpuid ; if not, jump to end

OPND32

Xor  ax, ax ; otherwise, use as input to CPUID
OPND32

inc  ax ; and get stepping, model and family
CPUID

mov  stepping, al
and stepping, STEPPING_MASK ; isolate stepping info

and al, MODEL_MASK ; isolate model info
shr al, MODEL_SHIFT
mov  model, al

and ax, FAMILY_MASK ; mask everything but family
shr ax, FAMILY_SHIFT

mov  cpu_type, al ; set cpu_type with family
OPND32

mov  feature_flags, dx ; save feature flag data

end_get_cpuid:

ret

get_cpuid endp

get_fpuid proc
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This procedure determines the type of FPU in a system
and sets the fpu_type variable with the appropriate value.
All registers are used by this procedure, none are preserved.

Coprocessor check
The algorithm is to determine whether the floating-point
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; status and control words can be written to. If not, no

; coprocessor exists. If the status and control words can be
; written to, the correct coprocessor is then determined

; depending on the processor id. The Intel386 CPU can

; work with either an Intel287 NDP or an Intel387 NDP.

; The infinity of the coprocessor must be

; checked to determine the correct coprocessor id.

fninit ; reset FP status word
mov  fp_status, 5a5ah; initialize temp word to
; non-zero value

fnstsw fp_status ; save FP status word

mov  ax, fp_status ; check FP status word

cmp al,0 ; see if correct status with
; written

mov  fpu_type, 0 ; no fpu present
jne  end_get_fpuid

check_control_word:

fnstcw fp_status ; save FP control word
mov  ax, fp_status ; check FP control word
and ax, 103fh ; see if selected parts

; looks OK
cmp  ax, 3fh ; check that 1's & 0's

; correctly read
mov  fpu_type, O
jne  end_get_fpuid
mov  fpu_type, 1

;. 80287/80387 check for the Intel386 CPU

check_infinity:
cmp  cpu_type, 3
jne  end_get_fpuid

fldl ; must use default control from
FNINIT

fldz ; form infinity

fdiv ; 8087 and Intel287 NDP say +inf = -
inf

fld st ; form negative infinity

fchs ; Intel387 NDP says +inf <> -inf

fcompp ; see if they are the same and remove
them

fstsw fp_status : look at status from FCOMPP

mov  ax, fp_status
mov  fpu_type, 2 ; store Intel287 NDP for fpu type



FEATURE DETERMINATION

sahf : see if infinities matched
jz end_get_fpuid ;jump if 8087 or Intel287 is present
mov  fpu_type, 3 ; store Intel387 NDP for fpu type
end_get_fpuid:
ret
get_fpuid endp

xxxxxxxxxxxxxxxxxxxxxxxxxxxx

print proc

; This procedure prints the appropriate cpuid string and

; numeric processor presence status. If the CPUID instruction
; was supported, this procedure prints out cpuid info.

; All registers are used by this procedure, none are preserved.

cmp id_flag, 1 ; if setto 1, cpu supports
; CPUID instruction
; print detailed CPUID
information
je  print_cpuid_data

mov  dx, offset id_msg ; print initial message
mov  ah, 9h
int 21h

print_86:
cmp  cpu_type, O
jne  print_286
mov  dx, offset c8086
mov  ah, 9h
int 21h
cmp  fpu_type, O
je  end_print
mov  dx, offset fp_8087
mov  ah, 9h
int  21h
jmp  end_print

print_286:
cmp  cpu_type, 2
jne  print_386
mov  dx, offset c286
mov  ah, 9h
int 21h
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cmp fpu_type, O

je  end_print

mov  dx, offset fp_80287
mov  ah, 9h

int  21h

jmp  end_print

print_386:
cmp  cpu_type, 3
jne  print_486
mov  dx, offset c386
mov  ah, 9h
int  21h
cmp  fpu_type, O
je  end_print
cmp  fpu_type, 2
jne  print_387
mov  dx, offset fp_80287
mov  ah, 9h
int 21h
jmp  end_print

print_387:
mov  dx, offset fp_80387
mov  ah, 9h
int  21h
jmp  end_print

print_486:
cmp  fpu_type, O
je print_Intel486sx
mov  dx, offset c486
mov  ah, 9h
int  21h
jmp  end_print

print_Intel486sx:
mov  dx, offset c486nfp
mov  ah, 9h
int  21h
jmp  end_print

print_cpuid_data:
cmp_vendor:

cmp intel_proc, 1
jne  not_Genuinelntel

FEATURE DETERMINATION
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cmp  cpu_type, 4

; if cpu_type=4, print

; Intel486 CPU message

jne  check_Pentium

mov  dx, offset Intel486_msg

mov  ah, 9h
int  21h
jmp  print_family

check_Pentium:

cmp  cpu_type, 5

jne  print_features ;
message

; if cpu_type=5, print
Pentium processor

mov  dx, offset Pentium_msg

mov ah, 9h
int  21h

print_family:
mov  dx, offset familymsg
mov  ah, 9h
int  21h
mov  al, cpu_type
mov  byte ptr dataCR, al
add Dbyte ptr dataCR, 30h
mov  dx, offset dataCR
mov  ah, 9h
int 21h

print_model:
mov  dx, offset modelmsg
mov  ah, 9h
int  21h
mov  al, model
mov  byte ptr dataCR, al
add byte ptr dataCR, 30h
mov  dx, offset dataCR
mov  ah, 9h
int 21h

print_stepping:
mov  dx, offset steppingmsg
mov  ah, 9h
int  21h
mov  al, stepping
mov  byte ptr dataCR, al
add byte ptr dataCR, 30h
mov  dx, offset dataCR

5-12
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mov  ah, 9h
int 21h

print_features:
mov  ax, feature_flags
and ax, FPU_FLAG : check for FPU
jz  check_MCE
mov  dx, offset fpu_msg
mov  ah, 9h
int  21h

check_MCE:
mov  ax, feature_flags
and ax, MCE_FLAG ; check for MCE
jz  check_CMPXCHGS8B
mov  dx, offset mce_msg
mov  ah, 9h
int  21h

check_CMPXCHGS8B:
mov  ax, feature_flags
and ax, CMPXCHG8B_FLAG ; check for CMPXCHG8B
jz  end_print
mov  dx, offset cmp_msg
mov  ah, 9h
int 21h
jmp  end_print

not_Genuinelntel:
mov  dx, offset not_Intel
mov  ah, 9h
int 21h

end_print:
ret
print endp

end start

5-13



intal.

Numeric
Applications






intgl.

CHAPTER 6
NUMERIC APPLICATIONS

The Pentium processor contains a high-performance numerics processing element th:
provides significant numeric capabilities and direct support for floating-point, extended-
integer, and BCD data types. The Pentium processor Floating-Point Unit (FPU) easily
supports powerful and accurate numeric applications through its implementation, with radix
2, of the IEEE Standard 754 for Floating-Point Arithmetic. The Pentium processor FPU
provides floating-point performance comparable to that of large minicomputers while
offering compatibility with object code for 8087, Intel287, Intel387 DX, Intel387 SX, and
Intel487 DX math coprocessors and the Intel486 DX processor.

6.1. INTRODUCTION TO NUMERIC APPLICATIONS

6.1.1. History

The 8087 numeric processor extension (NPX) was designed for use in 8086-family systems
The 8086 was the first microprocessor family to partition the processing unit to permit high-
performance numeric capabilities. The 80872X for this processor family implemented a
complete numeric processing environment in compliance with an early proposal for IEEE
Standard 754 for Binary Floating-Point Arithmetic.

With the Intel287 coprocessor NPX, high-speed numeric computations were extended tc
80286 high-performance multitasking and multiuser systems. Multiple tasks using the
numeric processor extension were afforded the full protection of the 80286 memory
management and protection features.

The Intel387 DX and SX math coprocessors are Intel's third generation numerics processor
They implement the final IEEE Std 754, adding new trigonometric instructions, and using a
new design and CHMOS-III process to allow higher clock rates and require fewer clocks pel
instruction. Together, the Intel387 math coprocessor with additional instructions and the
improved standard brought even more convenience and reliability to numerics programming
and made this convenience and reliability available to applications that need the high-spee
and large memory capacity of the 32-bit environment of the Intel386 microprocessor.

The Intel486 processdfPU is an on-chip equivalent tfe Intel387 DX math coprocessor
conforming to both IEEE Std 754 and the more recent, generalized IEEE Std 854. Having the
FPU on chip results in a considerable performance improvement in numerics-intensive
computation.

The Pentium processor FPU has been completely redesigned over the Intel486 processor FF
while maintaining conformance to both the IEEE Std 754 and 854. Faster algorithms provide
at least three times the performance over the Intel486 prodeBEbfor common operations
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including ADD, MUL, and LOAD. Many applications can achieve five times the
performance of the Intel486 processor FPU or more with instruction scheduling and pipelined
execution.

6.1.2. Performance

Today, floating-point performance is more important than ever. Applications of personal
computer workstations, no longer limited to simple spreadsheets and business applications,
now include sophisticated algorithms such as lab data analysis and three-dimensional
graphics.

Table 6-1 compares the execution times of several Pentium processor numeric instructions
with the equivalent operations executed on a 66-MHz Intel486 DX2 processor. As indicated
in the table, the 66-MHz Pentium processor provides about three times the floating-point
performance of a 66-MHz Intel486 DX2 CPU. A 66-MHz Pentium processor multiplies 32-
bit and 64-bit floating-point numbers in about 45 nanoseconds. Of course, the actual
performance of the processor in a given system depends on the characteristics of the
individual application.

Table 6-1. Numeric Processing Speed Comparisons

Approximate Performance Ratio:
66-MHz Pentium ® Processor +
Floating-Point Instruction 66-MHz Intel486 0 DX2 CPU

FADD ST, ST(i) Addition 38
FDIV dword_var Division 2.2
FYL2X ST(0),ST(1) assumed  Logarithm 3.1
FPATAN ST(0) assumed Arctangent 2.6
F2XM1 ST(0) assumed Exponentiation 4.8
FLD ST(0), ST(i) Data Transfer 4.0

The processor coordinates its integer and floating-point activities in a manner transparent to
software. Moreover, built-in coordination facilities allow the integer pipe(s) to proceed with
other instructions while th&PU is simultaneously executing numeric instructions. See
AP-500,0ptimizations for Intel's 32-Bit Processpiarder number 241799, on how to obtain
more information on floating-point instruction pairing as programs can exploit this
concurrency of execution to further increase system performance and throughput.

6.1.3. Ease of Use

The 32-bit Intel architectures, with their on-ctifPU (such athe Pentium and Intel486
processors) or NPX's (such as the Intel386 CPU with an Intel387 math coprocessor) are
explicitly designed to deliver stable, accurate results when programmed using straightforward
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"pencil and paper" algorithms, bringing the functionality and power of accurate numeric
computation into the hands of the general user. IEEE Std 754 specifically addresses thi
issue, recognizing the fundamental importance of making numeric computations both eas
and safe to use.

These NPX's and FPU's provide more than raw execution speed for computation-intensivi
tasks; bringing the functionality and power of accurate numeric computation into the hands
of the general user. These features are available in most high-level languages available f
these processors.

For example, most computers can overflow when two single-precision floating-point
numbers are multiplied together and then divided by a third, even if the final result is a
perfectly valid 32-bit number. ThHEPU deliverghe correctly rounded result. Other typical
examples of undesirable machine behavior in straightforward calculations occur when
computing financial rate of return, which involves the expression (1o¥ ivhen solving for

roots of a quadratic equation:

—b+\/b? - 4ac
2a

If a does not equal O, the formula is numerically unstable when the roots are nearly
coincident or when their magnitudes are wildly different. The formula is also vulnerable to
spurious over/underflows when the coefficieatd, andc are all very big or all very tiny.
When single-precision (4-byte) floating-point coefficients are given as data and the formula
is evaluated in the FPU's normal way, keemtfigintermediate results in its stack, the FPU
produces impeccable single-precision roots. This happens because, by default and with r
effort on the programmer's part, th€U evaluateall thosesubexpressions with so much
extra precision and range as to overwhelm almost any threat to numerical integrity.

If double-precision data and results were at issue, a better formula would have to be use
and once again the FPU's default evaluation of that formula would provide substantially
enhanced numerical integrity over mere double-precision evaluation.

On most machines, straightforward algorithms will not deliver consistently correct results
(and will not indicate when they are incorrect). To obtain correct results on traditional

machines under all conditions usually requires sophisticated numerical techniques that g
beyond typical programming practice. General application programmers using
straightforward algorithms will produce much more reliable programs using the Intel

architectures. This simple fact greatly reduces the software investment required to develo
safe, accurate computation-based products.

Beyond traditional numerics support for scientific applications, the Intel architectures have
built-in facilities for commercial computing. They can process decimal numbers of up to 18
digits without round-off errors, performingxact arithmeticon integers as large a§*2r

10'® Exact arithmetic is vital in accounting applications where rounding errors may
introduce monetary losses that cannot be reconciled.

The Intel FPU's contain a number of optional numerical facilities ¢aat be invoked by
sophisticated users. These advanced features include directed rounding, gradual underfloy
and programmed exception-handling facilities.
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These automatic exception-handling facilities permit a high degree of flexibility in numeric
processing software, without burdening the programmer. While performing numeric
calculations, the processor automatically detects exception conditions that can potentially
damage a calculation (for example, X + 0vo¢ when X < 0). By default, on-chip exception

logic handles these exceptions so that a reasonable result is produced and execution may
proceed without program interruption. Alternatively, the processor can invoke a software
exception handler to provide special results whenever various types of exceptions are
detected.

6.1.4. Applications

The Pentium processor FPU's versatility and performance make it appropriate for a broad
array of numeric applications. In general, applications that exhibit any of the following
characteristics can benefit by implementing numeric processing:

®* Numeric data vary over a wide range of values, or include nonintegral values.
® Algorithms produce very large or very small intermediate results.

® Computations must be very precise; i.e., a large number of significant digits must be
maintained.

* Performance requirements exceed the capacity of traditional microprocessors.

® Consistently safe, reliable results must be delivered using a programming staff that is not
expert in numerical techniques.

Note also that the software development costs can be reduced and performance of systems
improved that use not only real numbers, but operate on multiprecision binary or decimal
integer values as well.

A few examples, which show how the Pentium processor might be used in specific numerics
applications, are described below.

® Business data processing—The FPU's ability to accept decimal operands and produce
exact decimal results of up to 18 digits greatly simplifies accounting programming.
Financial calculations that use power functions can take advantage of the Intel
architecture's exponentiation and logarithmic instructions. Many business software
packages can benefit from the speed and accuracy of the FPU.

® Simulation—The large (32-bit) memory space and raw speed of the processor make it
suitable for attacking large simulation problems, which heretofore could only be
executed on expensive mini and mainframe computers. For example, complex electronic
circuit simulations using SPICE can be performed. Simulation of mechanical systems
using finite element analysis can employ more elements, resulting in more detailed
analysis or simulation of larger systems.

® Graphics transformations—ThEPU can be used in graphics applications such as
computer-aided design (CAD), with th&PU performing many functions concurrently
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with the execution of integer instructions; these functions include rotation, scaling, and
interpolation.

® Process control—Thd-PU solves dynamic range problems automatically, and its
extended precision allows control functions to be fine-tuned for more accurate and
efficient performance. Using the Pentium processor to implement control algorithms also
contributes to improved reliability and safety, while the processor's speed can be
exploited in real-time operations.

® Computer numerical control (CNC)—THePU can move and position machine tool
heads with accuracy in real time. Axis positioning also benefits from the hardware
trigonometric support provided by the FPU.

®* Robotics—The powerful computational abilities of the Pentium proc&s3dmare ideal
for on-board six-axis positioning.

®* Navigation—Very small, lightweight, and accurate inertial guidance systems can be
implemented with the FPU. Its built-in trigonometric functions can speed and simplify
the calculation of position from bearing data.

® Data acquisition—Thé&PU can be used to scan, scale, and reduce large quantities of
data as it is collected, thereby lowering storage requirements and time required tc
process the data for analysis.

* Digital Signal Processing(DSP)—AIl DSP-related applications, such as matrix
multiplication and convolution, can benefit from the pipelined instruction
implementation of the Pentium processor.

The preceding examples are oriented toward traditional numerics applications. There are, i
addition, many other types of systems that do not appear to the end user as computation:
but can employ the 32-bit Intel architecture's numerical capabilities to advantage. The
imaginative system designer has an opportunity similar to that created by the introduction o
the microprocessor itself. Many applications can be viewed as numerically-based if sufficient
computational power is available to support this view (e.g., character generation for a lase
printer). This is analogous to the thousands of successful products that have been built arout
"buried" microprocessors, even though the products themselves bear little resemblance 1
computers.

6.1.5. Programming Interface

The Intel architectures have a class of instructions known as ESCAPE instruatibasing
a common format. These ESC instructions are numeric instructions for the FPU. These
numeric instructions are part of a single integrated instruction set.

Numeric processing centers around the floating-point register stack. Programmers can tre:
these eight 80-bit registers either as a fixed register set, with instructions operating or
explicitly-designated registers, or as a classical stack, with instructions operating on the toj
one or two stack elements.
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Internally, theFPU holdsall numbers in a uniform 80-bit extended format. Operands that
may be represented in memory as 16-, 32-, or 64-bit integers, 32-, 64-, or 80-bit floating-
point numbers, or 18-digit packed BCD numbers, are automatically converted into extended
format as they are loaded into tiU registers. Computation resudt® subsequently
converted back into one of these destination data formats when they are stored into memory
from the FPU registers.

Table 6-2 lists each of the seven numeric data types supported by the FPU, showing the data
format for each type. The table also shows the approximate range of normalized values that
can be represented with each type. Denormal values are also supported in each of the real
types, as required by IEEE Std 854. Denormals are discussed later in this chapter.

Table 6-2. Numeric Data Types

Significant
Digits Approximate Normalized

Data Type Bits (Decimal) Range (Decimal)
Word integer 16 4 -32,768 < x < + 32,767
Short integer 32 9 2x10%<x<+2x10°
Long integer 64 18 —9x10® <x<+9x10"8
Packed decimal 80 18 —99...99 < x < + 99...99 (18 digits)
Single real 32 7 1.18x 1078 < | x| <3.40 x 10%®
Double real 64 15-16 2.23x107°% < | x| < 1.79 x 10°%8
Extended real* 80 19 3.37x 1074932 < | x| < 1.18 x 10%9%?

* Equivalent to double extended format of IEEE Std 854.

All operands are stored in memory with the least significant digits starting at the initial
(lowest) memory address. Numeric instructions access and store memory operands using only
this initial address. See Chapter 24 for alignment strategies for the different processors.

Table 6Error! Bookmark not defined. lists the numeric instructions by class. No special
programming tools are necessary to use the numerical capabilities, because all of the numeric
instructions and data types are directly supported by theASigI386/ASM486 Assembler,

by high-level languages from Intel, and by assemblers and compilers produced by many
independent software vendors. Numeric routines can be written in assembly language or any
of the following higher-level languages from Intel:

®* PL/M-386/486

* (-386/486

* FORTRAN-386/486

* ADA-386/486
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Table 6-3. Principal Numeric Instructions

Class Instruction Types

Data Transfer Load (all data types), Store (all data types), Exchange

Arithmetic Add, Subtract, Multiply, Divide, Subtract Reversed, Divide Reversed, Square
Root, Scale, Extract, Remainder, Integer Part, Change Sign, Absolute Value

Comparison Compare, Examine, Test

Transcendental Tangent, Arctangent, Sine, Cosine, Sine and Cosine, -1y -Loga(X),
Y -Logp (X+1)

Constants 0, 1, 1, Log192, Loge2, L0g,10, Logye

Processor Control Load Control Word, Store Control Word, Store Status Word, Load Environment,

Store Environment, Save, Restore, Clear Exceptions, Initialize

All of these high-level languages provide programmers with access to the computationa
power and speed of the 32-bit Intel architectures without requiring an understanding of its
architecture. Such architectural considerations as concurrency and synchronization ar
handled automatically by these high-level languages. For the assembly language
programmer, specific rules for handling these issues are discussed in a later section
this manual.

6.2. ARCHITECTURE OF THE FLOATING-POINT UNIT

To the programmer, th&PU appears as a set of additional registat types, and
instructions. Refer to Chapter 25 for detailed explanations of the numerical instruction set
This section explains the numerical registers and data types of the FPU architecture.

6.2.1. Numerical Registers

The numerical registers consist of:

® Eight individually-addressable 80-bit numeric registers, organized as a register stack.
® Three 16-bit registers containing:

O The FPU status word.

O The FPU control word.

0 The tag word.
® Error pointers, consisting of:

O Two 16-bit registers containing selectors for the last instruction and operand.

O Two 32-bit registers containing offsets for the last instruction and operand.

0 One 11-bit register containing the opcode of the last non-control FPU instruction.

All of the numeric instructions focus on the contents of these FPU registers.
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6.2.1.1. THE FPU REGISTER STACK

The FPU register stack is shown in Figure @Each of the eight numeric registers in the
stack is 80 bits wide and is divided into fields corresponding to the processor’s extended real
data type.

FPU DATA REGISTERS
TAG
FIELD
79 78 64 63 0 1 0
R7 SIGN EXPONENT SIGNIFICAND
R6
R5
R4
R3
R2
R1
RO
15 0 47 0
CONTROL REGISTER INSTRUCTION POINTER
STATUS REGISTER DATA POINTER
TAG WORD
APM7

Figure 6-1. Floating-Point Unit Register Set

Numeric instructions address the data registers relative to the register on the top of the stack.
At any point in time, this top-of-stack register is indicated by the TOP (stack TOP) field in
the FPU status word. Load or push operations decrement TOP by one and load a value into
the new top register. A store-and-pop operation stores the value from the current TOP
register and then increments TOP by one. Like stacks in memoryPHeregister stack
growsdowntoward lower-addressed registers.

Many numeric instructions have several addressing modes that permit the programmer to
implicitly operate on the top of the stack, or to explicitly operate on specific registers relative
to the TOP. The ASM386/486 Assembler supports these register addressing modes, using the
expression ST(0), or simply ST, to represent the current Stack Top andd&3jecify the

ith register from TOP in the stack£0 < 7). For example, if TOP contains 011B (register 3

is the top of the stack), the following statement would add the contents of two registers in the
stack (registers 3 and 5):

FADD ST, ST(2)
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The stack organization and top-relative addressing of the numeric registers can simplify
subroutine programming by allowing routines to pass parameters on the register stack. B
using the stack to pass parameters rather than using "dedicated" registers, calling routine
gain flexibility in how they use the stack. As long as the stack is not full, each routine simply
loads the parameters onto the stack before calling a particular subroutine to perform
numeric calculation. The subroutine then addresses its parameters as STe®8T,(Eyen
though TOP may, for example, refer to physical register 3 in one invocation and physical
register 5 in another. Programmers can use the numeric registers like a conventional stack
described herein, or by using the pipelined architecture of the Pentium processor ir
conjunction with thé=XCH instruction, reduce stack bottleneck and move towards a random
register machine.

6.2.1.2. THE FPU STATUS WORD

The 16-bit status word shown in Figure 6-2 reflects the overall state of the FPU. This statu
word may be stored into memory using the FSTSW/FNSTSW, FSTENV/FNSTENV, and
FSAVE/FNSAVE instructions, andan be transferred into the AX register with E&TSW
AX/FNSTSW AX instructions, allowing the FPU status to be inspected by the Integer Unit.
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FPU BUSY
TOP OF STACK POINTER
CONDITION CODE

\
75 /14/13/12/171/10/9 /8 /7 /6 /5 /4 /3 /2/71 /O
c clclc|e|s|p|ulo|z|p] |
B3| TOP |211|o|s|F|e|e|E|E|E|E
]
MAAA
ERROR SUMMARY STATUS
STACK FAULT
EXCEPTION FLAGS
PRECISION
UNDERFLOW
OVERFLOW
ZERO DIVIDE
DENORMALIZED OPERAND

INVALID OPERATION

ES IS SET IF ANY UNMASKED EXCEPTION BIT IS SET; CLEARED OTHERWISE.
SEE TABLE 4-1 FOR INTERPRETATION OF CONDITION CODE.

TOP VALUES:
000 = REGISTER 0 IS TOP OF STACK
001 = REGISTER 1 IS TOP OF STACK

111 = REGISTER 7 Ié TOP OF STACK
APM16

Figure 6-2. FPU Status Word

The fourFPU condition code bits ¢€,) are similar to the flags in a CPU: the processor
updates these bits to reflect the outcome of arithmetic operations. The effect of these
instructions on the condition code bits is summarized in Table 6-4. These condition code bits
are used principally for conditional branching. The FSTSW AX instruction stores the FPU
status word directly into the AX register, allowing these condition codes to be inspected
efficiently. TheSAHF instructioncan copy G-C, directly to the CPU's flag bits to simplify
conditional branching. Table 6-5 shows the mapping of these bits to the CPU flag bits.

Bits 11-13 of the status word point to the FPU register that is the current Top of Stack (TOP).
The significance of the stack top has been described in the prior section on the register stack.

Figure 6-2 shows the six exception flags in bits 0-5 of the status word. Bit 7 is the exception
summary status (ES) bit. ES is set if any unmasked exception bits are set, and is cleared
otherwise. Bits 0-5 indicate whether tR®U hagetected one of six possible exception
conditions since these status bits were last cleared or reset. (For definitions of exceptions,
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refer to Chapter 7.) They are "sticky" bits, and can only be cleared by the instructions FINIT,
FCLEX, FLDENV, FSAVE, and FRSTOR.

The B-bit (bit 15) is included for 8087 compatibility only. It reflects the contents of the ES
bit (bit 7 of the status word).

Bit 6 is the stack fault (SF) bit. This bit distinguishes invalid operations due to stack overflow
or underflow from other kinds of invalid operations. When SF is set, bit)9d{§tinguishes
between stack overflow (G- 1) and underflow (C= 0).

6.2.1.3. CONTROL WORD

The FPU provideshe programmer with several processing options, which are selected by
loading a word from memory into the control word. Figure 6-3 shows the format and
encoding of the fields in the control word.

The low-order byte of this control word configures the numerical exception masking. Bits 0—
5 of the control word contain individual masks for each of the six floating-point exception
conditions recognized by the processor. The high-order byte of the control word configures
the FPU processing options, including

® Precision control
®* Rounding control

The precision-control bits (bits 8-9) can be used to sefEft internal operating precision

at less than the default precision (64-bit significand). These control bits can be used fc
provide compatibility with the earlier-generation arithmetic processors having less precision
than the Intel 32-bit FPU's. The precision-control bits affect the results of only the following
five arithmetic instructions: ADD, SUB(R), MUL, DIV(R), and SQRT. No other operations
are affected by PC.

The rounding-control bits (bits 10-11) provide for the common round-to-nearest mode, as
well as directed rounding and true chop. Rounding control affects the arithmetic instructions
(refer to Section 6.3. in this chapter for lists of arithmetic and nonarithmetic instructions) and
certain nonarithmetic instructions, namely (FLD constant) and (FST(P)mem) instructions.
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Table 6-4. Condition Code Interpretation

intgl.

Instruction co C3 c2 C1
FCOM, FCOMP, FCOMPP, Result of Comparison Operands is not | Zero or O/U#
FTST, FUCOMPP, FICOM, Comparable
FICOMP
FXAM Operand class Sign or O/U#
FPREM, FPREM1 Q2 Q1 O=reduction QO or O/U#
complete
1=reduction
incomplete
FIST, FBSTP, FRINDINT, UNDEFINED Roundup or O/U#
FST, FSTP, FADD, FMUL,
FDIV, FDIVR, FSUB, FSUBR,
FSCALE, FSQRT, FPATAN,
F2XM1, FYL2X, FYL2XP1
FPTAN, FSIN, FCOS, UNDEFINED O=reduction Roundup or O/U#
FSINCOS complete (UNDEFINED) if
) C2=1)
1=reduction
incomplete
FCHS, FABS, FXCH, UNDEFINED Zero or O/U#

FINCSTP, FDECSTP,
Constant Loads, FXTRACT,
FLD, FILD, FBLD, FSTP (ext.
real)

FLDENV, FRSTOR

Each bit loaded from memory

FLDCW, FSTENV,
FSTCW, FSTSW,
FCLEX

UNDEFINED

FINIT, FSAVE

Zero

Zero Zero

Zero

NOTES:

O/U# 0O When both IE and SF bits of status word are set, indicating a stack exception, this bit distinguishes
between stack overflow (C1=1) and underflow (C1=0).

Reduction O If FPREM and FPREM1 produces a remainder that is les than the modulus, reduction is
complete. When reduction is incomplete the value at the top of the stack is a partial remainder, which can be
used as input to further reduction. For FPTAN, FSIN, FCOS and FSINCOS, the reduction bit is set if the
operand at the top of the stack is too large. In this case, the original operand remains at the top of the stack.

Roundup [0 When the PE bit of the status word is set, this bit indicates whether the last rounding in the

instruction was upward.

UNDEFINED O Do not rely on any specific value in these bits.
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Table 6-5. Correspondence Between FPU and IU Flag Bits

FPU Flag U Flag
Co CF
C1 (none)
c2 PF
C3 ZF
RESERVED
(INFINITY CONTROL)*
ROUNDING CONTROL
PRECISION CONTROL
15/14/13/12/11/10/9/8 /7 /6 /5 /4/3/2/ 1/ 0
| AN Plulo|z|D|I
X X X|X|RC | PC X X| e le il
[ [
RESERVED
EXCEPTION MASKS
PRECISION
UNDERFLOW
OVERFLOW
ZERO DIVIDE
DENORMALIZED OPERAND

INVALID OPERATION

ROUNDING CONTROL

00 O ROUND TO NEAREST OR EVEN

01 0 ROUND DOWN (TOWARD -)

100 ROUND UP (TOWARD +)

110 CHOP (TRUNCATE TOWARD ZERO)

APM2

PRECISION CONTROL
000 24 BITS (SINGLE PRECISION)
010 (RESERVED)

100 53 BITS (DOUBLE PRECISION)
110 64 BITS (EXTENDED PRECISION)

*THIS "INFINITY CONTROL" BIT IS NOT MEANINGFUL TO THE Intel387™ COPROCESSOR NPX, THE
Intel486™ PROCESSOR, OR THE PENTIUM® PROCESSOR FPU. TO MAINTAIN COMPATIBILITY WITH
Intel287™ MATH COPROCESSOR, THIS BIT CAN BE PROGRAMMED; HOWEVER, REGARDLESS OF
ITS VALUE, THE Intel387 COPROCESSOR NPX, THE Intel486 PROCESSOR FPU AND THE PENTIUM
PROCESSOR FPU TREATS INFINITY IN THE AFFINE SENSE (-c0 < +00).

Figure 6-3. FPU Control Word Format
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6.2.1.4. THE FPU TAG WORD

The tag word (TW) indicates the contents of each register in the register stack, as shown in
Figure 6-4. The TW is used by tiéU itself to distinguish between empty and nonempty
register locations. Programmers of exception handlers may use this tag information to check
the contents of a numeric register without performing complex decoding of the actual data in
the register. The tag values from the TW correspond to physical registers 0—7. Programmers
must use the current top-of-stack (TOP) pointer stored ¢ status word to associate
these tag values with the relative stack registers ST(0) through ST(7).

15 0
T 1 1 T 1 1 1 1
TAG(7) | TAG®) | TAGHE) |TAGE) | TAGE) |TAGR) | TAGQ) |TAG(0)
1 1 1 1 1 1 1 1

TAG VALUES:

00 = VALID

01 =ZERO

10 = SPECIAL:INVALID(NaN, UNSUPPORTED), INFINITY, OR DENORMAL
11 = EMPTY

APM17

Figure 6-4. Tag Word Format

The exact values of the tags are generated during execution of the FSTENRGAWE
instructions according to the actual contents of the nonempty stack locations. During
execution of other instructions, the processor updates the TW only to indicate whether a
stack location is empty or nonempty. As a result,RR&Jtag word may not be the same as
previously written when saving thePU state, modifying the tag word, and reloading the
FPUstate. This can be demonstrated using the following steps to modiiPtheag word.

This example assumes FPU register Othasvalue 0 and tag(0)=11 (empty). Example 6-1
contains the actual assembly code to perform these steps.

1. FSAVE/FSTENV stores FPU state to memory M. M[tag(0)]=11 (empty).

2. Modify memory such that M[tag(0)]=10 (i.e., special, infinity, or denormal).
3. FLDENYV loads fp state from memory M to FPU.
4

FSAVE/FSTENYV stores FPU state to memonalyain. The value of M[tag(0)] will be
01 (i.e., indicates zero because FPU register 0 has the value of 0).

Example 6-1. Modifying the Tag Word
name tagword
stack stackseg 100
data segment rw usel6

fpstate dw 7 dup (?)
fpstate2  dw 7 dup (?)
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data ends

code segment er public usel6
assume ds:data, ss:stack

start:

mov ax,data

mov ds,ax ; set segment register

finit : initialize FPU

fldz ; load zero

mov bx, offset fpstate

fsave  [bx] ; save FPU state

mov ax,[bx+4] ; tag word, AX should be 7FFFh,

; top of the fp stack has
; zero value and the rest are empty

mov word ptr [bx+4], 3FFFh ; now change the zero tag (01) to
; the valid tag (00)

fldenv [bx]
mov bx, offset fpstate2 ; how the tag word is 3FFFh
fsave [bx] ; but we are saving 7FFFh to tag

; word
code ends
end start, ds:data, ss:stack

6.2.1.5. OPCODE FIELD OF LAST INSTRUCTION

The opcode field in Figure 6-5 describes the 11-bit format of the last non-control FPU
instruction executed. The first and second instruction bytes (after all prefixes) are combinec
to form the opcode field. Since all floating-point instructions share the same five upper bits
in the first instruction byte (following prefixes), they are not stored in the opcode field. Note
that the second instruction byte is actually located in the low-order byte of the stored opcodt
field.
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7 0o 7 0

115 114 113 [12 11 110 19 18 7 16 15 14 1312 1110

2ND INSTRUCTION BYTE 1ST INSTRUCTION

BYTE

v v

10 8 7 0

2 1110 | 115 114 113 111 110 19 18

OPCODE FIELD
APM11

Figure 6-5. Opcode Field

6.2.1.6. THE NUMERIC INSTRUCTION AND DATA POINTERS

The instruction and data pointers provide support for programmed exception-handlers.
Whenever the processor decodes an ESC instruction other than FINIT, FCLEX, FLDCW,
FSTCW, FSTSW, FSTSWAX, FSTENV, FLDENV, FSAVE, FRSTOR, and FWAIT, it saves

the instruction address opcode and the oeprand address (if present) in registers than can be
accessed by the user. Contents of these registers remain unchanged when any of the control
instructions listed above is executed. Contents of the operand address register are undefined
if the prior ESC instruction (which is not one of the above) did not have a memory operand.

These registers can be accessed by the ESC instructions FSTENV, FLBENVE and
FRSTOR. The FINIT and FSAVE instructions clear these registers after writing them to
memory.

When stored in memory, the instruction and data pointers appear in one of four formats,
depending on the operating mode of the processor (protected mode or real-address mode) and
depending on the operand-size attribute in effect (32-bit operand or 16-bit operand). In
virtual-8086 mode, the real-address mode formats are used. Figures 6-6 through Figure 6-9
show these pointers as they are stored following an FSTENV instruction. The FSTENV and
FSAVE instructions store this data into memory, allowing exception handlers to determine
the precise nature of any numeric exceptions that may be encountered.

For all the IntelFPU and NPX architecturethe instruction address saved points to any
prefixes that preceded the instruction, except the 8087, for which the instruction address
points only to the ESC instruction opcode.
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32-BIT PROTECTED MODE FORMAT

31 23 15 7 0
RESEE?VED CONTROE_ WORD OH
RESEE?VED STATUS: WORD 4H
RESEE?VED TAG VEIORD 8H
: IP OFFSET : CH
0000 : OPCODE 10...00 | Cs SELI:ECTOR 10H
| DATA OPERAND OFFSET : 14H
RESE:RVED | OPERAND S:ELECTOR 18H

APM13

Figure 6-6. Protected-Mode Numeric Instruction and Data Pointer Image in Memory,
32-Bit Format

32-BIT REAL-ADDRESS MODE FORMAT

31 23 15 7 0

RESEE?VED CONTRO:L WORD OH
RESEERVED STATUS:WORD 4H
RESEE?VED TAG VSIORD 8H
RESEE?VED INSTRUCTION P:OINTER 15...00 CH

000 O| INSTR:UCTION POINTER 31...16 |O| OPC:ODE 10...00 10H
RESEE?VED | OPERAND PO:NTER 15...00 14H

000 0| OPER:’AND POINTER 31...16 | 000 (:) 00000O0O0O0 18H

APM15

Figure 6-7. Real Mode Numeric Instruction and Data Pointer Image in Memory,
32-Bit Format
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16-BIT PROTECTED MODE FORMAT

15 7 0
CONTROi_ WORD OH
STATUS: WORD 2H
TAG V\:IORD 4H
P OFi:SET 6H
Cs SELI:ECTOR 8H
OPERAND: OFFSET AH
OPERAND S:ELECTOR CH

APM12

Figure 6-8. Protected-Mode Numeric Instruction and Data Pointer Image in Memory,
16-Bit Format

16-BIT REAL-ADDRESS MODE AND
VIRTUAL 8086 MODE FORMAT

15 7 0
CONTROi_ WORD OH
STATUS: WORD 2H
TAG V\:IORD 4H
INSTRUCTION F%OINTER 15..0 6H
1P 19..16 |0| OPC:ODE 10..0 8H
OPERAND P:OINTER 15..0 AH
DP 19..16 |O|OOO:OOOOOOOO CH

APM14

Figure 6-9. Real Mode Numeric Instruction and Data Pointer Image in Memory,
16-Bit Format
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6.2.2. Computation Fundamentals

This section covers numeric programming concepts that are common to all applications. |
describes the FPU's internal number system and the various types of humbeas that
employed in numeric programs. The most commonly used options for rounding and precisior
(selected by fields in the control word) are described, with exhaustive coverage of less
frequently used facilities deferred to later sections. Exception conditions that may arise
during execution of floating-point instructions are also described along with the options that
are available for responding to these exceptions.

6.2.2.1. NUMBER SYSTEM

The system of real numbers that people use for pencil and paper calculations is conceptual
infinite and continuous. There is no upper or lower limit to the magnitude of the numbers one
can employ in a calculation, or to the precision (number of significant digits) that may be
required to represent them. For any given real number, there are always arbitrarily man
numbers both larger and smaller. There are also arbitrarily many numbers between any tw
real numbers. For example, between 2.5 and 2.6 are 2.51, 2.5897, 2.500001, etc.

While ideally it would be desirable for a computer to be able to operate on the entire real
number system, in practice this is not possible. Computers, no matter how large, ultimatel
have fixed-size registers and memories that limit the system of numbers that can be
accommodated. These limitations determine both the range and the precision of number
The result is a set of numbers that is finite and discrete, rather than infinite and continuous
This sequence is a subset of the real numbers that is designed to form a useful approximatic
of the real number system.

Figure 6-10 superimposes the basic floating-point number system on a real number line
(decimal numbers are shown for clarity, although the processor actually represents numbe
in binary). The dots indicate the subset of real numbers the processor can represent as di
and final results of calculations. The range of double-precision, normalized numbers is
approximately £+2.2% 10308to +1.79x 1098 Applications that are required to deal with
data and final results outside this range are rare.
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NEGATIVE RANGE POSITIVE RANGE
P (NORMALIZED) —> < (NORMALIZED) —
-2

-3 R 1/5\3 4 5
} jossssie 0 :\i/: } }
79 x10 306 J T— 2.23x10

-5 -4
))e |
194

: }
L 1.79 x10 306 1

< : t2.000000000000000
(NOT REPRESENTABLE)
1.999999999999999

PRECISION |
16 DIGITS

APM4

Figure 6-10. Double-Precision Number System

The finite spacing in Figure 6-10 illustrates that BfJ can represent a great many, but not

all, of the real numbers in its range. There is always a gap between two adjacent floating-
point numbers, and it is possible for the result of a calculation to fall in this space. When this
occurs, thé=PU roundshe true result to a number that it can represent. Thus, a real number
that requires more digits than tH&PU can accommodate (e.g., a 20-digit number) is
represented with some loss of accuracy. Notice also that the representable numbers are not
distributed evenly along the real number line. In fact, the same number of representable
numbers exists between any two successive powers of 2 (i.e., as many representable numbers
exist between 2 and 4 as between 65,536 and 131,072). Therefore, the gaps between
representable numbers are larger as the numbers increase in magnitude. All integers in the
range +34 (approximately +1&), however, are exactly representable.

In its internal operations, thEPU actually employs a number system that is a substantial
superset of that shown in Figure 6-10. The internal format (called extended real) extends the
representable (normalized) range to about £3.204932to +1.18x 10932 and its precision

to about 19 (equivalent decimal) digits. This format is designed to provide extra range and
precision for constants and intermediate results, and is not normally intended for data or final
results.

From a practical standpoint, the processor's set of real numbers is sufficiently large and dense
SO as not to limit the vast majority of applications. Compared to most computers, including
mainframes, the processor provides a very good approximation of the real number system. It
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is important to remember, however, that it is not an exact representation, and that compute
arithmetic on real numbers is inherently approximate.

6.2.2.2. DATA TYPES AND FORMATS

The processor recognizes seven numeric data types for memory-based values, divided in
three classes: binary integers, packed decimal integers, and binary reals. How these forma
are stored in memory are discussed later in this section (the sign is always located in th
highest-addressed byte).

Figure 6-11 summarizes the format of each data type. In the figure, the most significan
digits of all numbers (and fields within numbers) are the leftmost digits.

6.2.2.2.1. Binary Integers

The three binary integer formats are identical except for length, which governs the range the
can be accommodated in each format. The leftmost bit is interpreted as the number's sig
O=positive and 1=negative. Negative numbers are represented in standard two's compleme
notation (the binary integers are the only format to use two's complement). The quantity zer
is represented with a positive sign (all bits are 0). The word integer format is identical to the
16-bit signed integer data type; the short integer format is identical to the 32-bit signed
integer data type.

The binary integer formats exist in memory only. When used by the FPU, they are
automatically converted to the 80-bit extended real format. All binary integers are exactly
representable in the extended real format.

6.2.2.2.2. Decimal Integers

Decimal integers are stored in packed decimal notation, with two decimal digits "packed"
into each byte, except the leftmost byte, which carries the sign bit (O=positive, 1=negative).
Negative numbers are not stored in two's complement form and are distinguished from
positive numbers only by the sign bit. The most significant digit of the number is the leftmost
digit. All digits must be in the range 0-9.
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R MOST SIGNIFICANT BYTE LOWEST ADDRESSED BYTE
DATA A PRE-
FORMATS N CISION
£ 7 o|7 ofl7z o7 o|7 of|7z o|7 of7 o|7 of7 o
. | Two's
WORD 16 I
INTEGER 10 BITS | COMPLEMENT)
15 0
SHORT 102 32 (Two's
INTEGER BITS COMPLEMENT)
31 0
LONG 10-8 64 (TWO'S
INTEGER BITS COMPLEMENT)
63 0
18
PASKED 107 &% s Is| x [d_d d _d d d d d d_d d_d d _d d d d d
17, 16) 15 14, 13; 12 11, 10, 9| 8, 7, 6; 5, 4, 35 2, 1; 0
79 71
N
SINGLE 168 24 s| o BIASED | siGNIFICAND
PRECISION BITS EXPONENT]
31 23 0
DOUBLE 8 53 |g| _BiasED SIGNIFICAND
PRECISION |1 BITS EXPONENT
63 51 0
+493
EXTENDED 64 BIASED
PRECISION [10 BITS S| EXPONENT ITl SIGNIFICAND |
79 64 63D 0

(1) S=SIGNBIT (0 = positive, 1 = negative)
(2) dn=DECIMAL DIGIT (TWO PER BYTE)
(3) X=BITSHAVE NO SIGNIFICANCE; IGNORES WHEN LOADING,
ZEROS WHEN STORING
(4) D=POSITION OF IMPLICIT BINARY POINT
(5) =INTEGER BIT OF SIGNIFICAND; STORED IN TEMPORARY REAL, IMPLICIT IN
SINGLE AND DOUBLE PRECISION
(6) EXPONENT BIAS (NORMALIZED VALUES):
SINGLE: 127 (7FH)
DOUBLE: 1023 (3FFH)
EXTENDED REAL: 16383 (3FFFH)
(7) PACKED BCD: (-1) (D ...D)
(8) REAL: (-1) (2E-BIAS) (F FO...)
o1 APM3

Figure 6-11. Numerical Data Formats

The decimal integer format exists in memory only. When used by the FPU, it is
automatically converted to the 80-bit extended real format. All decimal integers are exactly
representable in the extended real format.
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6.2.2.2.3. Real Numbers

The processor represents real numbers of the form:
(-1)%25(bgab1bob3. by 1)

where:

s =0orl

E =any integer between Emin and Emayx, inclusive
b =0orl

|
p = number of bits of precision

Table 6-6 summarizes the parameters for each of the three real-number formats.

The Pentium processor stores real numbers in a three-field binary format that resemble
scientific, or exponential, notation. The format consists of the following fields:

® The significand field, k,,b;b,b;..b, ;. is the number's significant digits. (The term
"significand" is analogous to the term "mantissa" used to describe floating-point numbers
on some computers.)

®* Theexponenfield, e = E+bias, locates the binary point within the significant digits (and
therefore determines the number's magnitude). (The term "exponent" is analogous to th
term "characteristic" used to describe floating-point numbers on some computers.)

® The 1-bit sign field, which indicates whether the number is positive or negative.
Negative numbers differ from positive numbers only in the sign bits of their significands.

Table 6-6. Summary of Format Parameters

Format

Parameter Single Double Extended
Format width in bits 32 64 80
p (bits of precision) 24 53 64
Exponent width in bits 8 11 15
Emax +127 +1023 +16383
Emin -126 -1022 -16382
Exponent bias +127 +1023 +16383

Table 6-7 shows how the real number 178.125 (decimal) is stored in the single real format
The table lists a progression of equivalent notations that express the same value to show hc
a number can be converted from one form to another. (The ASM386/486 and PL/M386/48¢
language translators perform a similar process when they encounter programmer-defined re
number constants.) Note that not every decimal fraction has an exact binary equivalent. Th
decimal number 1/10, for example, cannot be expressed exactly in binary (just as the numb:
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1/3 cannot be expressed exactly in decimal). When a translator encounters such a value, it
produces a rounded binary approximation of the decimal value.

Table 6-7. Real Number Notation

Notation Value

Ordinary Decimal 178.125

Scientific Decimal 12 78125E2

Scientific Binary 1A0110010001E111

Scientific Binary 120110010001E10000110

Biased Exponent)

Single Format (Normalized) Sign Biased Exponent Signifcand

0 10000110 01100100010000000000000

15(implict)

The FPU usually carriethe digits of the significand in normalized form. This means that,
except for the value zero, the significand containsegerbit and fraction bits as follows:

1,fff...ff

where, indicates an assumed binary point. The number of fraction bits varies according to
the real format: 23 for single, 52 for double, and 63 for extended real. By normalizing real
numbers so that their integer bit is always a 1, the processor eliminates leading zeros in small
values (| X| <1). This techniqgue maximizes the number of significant digits that can be
accommodated in a significand of a given width. Note that, in the single and double formats,
the integer bit ismplicit and is not actually stored; the integer bit is physically present in the
extended format only.

If one were to examine only the significand with its assumed binary point, all normalized real
numbers would have values greater than or equal to one and less than two. The exponent
field locates theactual binary point in the significant digits. Just as in decimal scientific
notation, a positive exponent has the effect of moving the binary point to the right, and a
negative exponent effectively moves the binary point to the left, inserting leading zeros as
necessary. An unbiased exponent of zero indicates that the position of the assumed binary
point is also the position of the actual binary point. The exponent field, then, determines a
real number's magnitude.

In order to simplify comparing real numbers (e.g., for sorting), the processor stores exponents
in a biased form. This means that a constant, called a bias, is addedtngetle&ponent
described above. As Table 6-6 shows, the value obthssis different for each real format.

It has been chosen so as to forcelitased exponenb be a positive value. This allows two

real numbers (of the same format and sign) to be compared as if they are unsigned binary
integers. That is, when comparing them bitwise from left to right (beginning with the
leftmost exponent bit), the first bit position that differs orders the numbers; there is no need
to proceed further with the comparison. A number's true exponent can be determined simply
by subtracting the bias value of its format.
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The single and double real formats exist in memory only. If a number in one of these formats
is loaded into an FPU register, it is automatically converted to extended ftmmdgrmat

used for all internal operations. Likewise, data in registers can be converted to single o
double real for storage in memory. The extended real format may be used in memory alsc
typically to store intermediate results that cannot be held in registers.

Most applications should use the double format to store real-number data and results; |
provides sufficient range and precision to return correct results with a minimum of
programmer attention. The single real format is appropriate for applications that are
constrained by memory, but it should be recognized that this format provides a smallel
margin of safety. It is also useful for the debugging of algorithms, because roundoff problems
will manifest themselves more quickly in this format. The extended real format should
normally be reserved for holding intermediate results, loop accumulations, and constants. It
extra length is designed to shield final results from the effects of rounding and
overflow/underflow in intermediate calculations. However, the range and precision of the
double format are adequate for most microcomputer applications.

6.2.2.3. ROUNDING CONTROL

Internally, theFPU employs three extra bits (guard, round, and sticky thigét)enable it to
round numbers in accord with the infinitely precise true result of a computation; these bits
are not accessible to programmers. Whenever the destination can represent the infinitel
precise true result, thePU delivergt. Rounding occurs in arithmetic and store operations
when the format of the destination cannot exactly represent the infinitely precise true result
For example, a real number may be rounded if it is stored in a shorter real format, or in ar
integer format. Or, the infinitely precise true result may be rounded when it is returned to a
register.

The FPU has four rounding modes, selectablethey RC field in the control word (see
Figure 6-3). Given a true resiitthat cannot be represented by the target data type, the FPU
determines the two representable numbexadc that most closely brackétin value @ <b

< ¢). The processor then rounds (chandes) a or to ¢ according to the mode selected by
the RC field as shown in Table 6-8. Rounding introduces an error in a result that is less tha
one unit in the last place to which the result is rounded.

® "Round to nearest" is the default mode and is suitable for most applications; it provides
the most accurate and statistically unbiased estimate of the true result.
®* The "chop" or "round toward zero" mode is provided for integer arithmetic applications.

® "Round up" and "round down" are termelirected roundingand can be used to
implement interval arithmetic. Interval arithmetic is used to determine upper and lower
bounds for the true result of a multistep computation, when the intermediate results of
the computation are subject to rounding.

Rounding control affects only the arithmetic instructions (refer to Section 6.3. in this chapter
for lists of arithmetic and nonarithmetic instructions).
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Table 6-8. Rounding Modes

RC Field Rounding Mode Rounding Action
00 Round to Nearest Closer to b of a or ¢; if equally close, select
even number (the one whose least significant
bit is zero).
01 Round Down (toward -o) a
10 Round up (toward +o) c
11 Chop (toward 0) Smaller in magnitude of a or c.

NOTE: a< b<c; aand c are successive representable numbers; b is not representable

6.2.2.4. PRECISION CONTROL

The FPU allows results to bealculated with either 64, 53, or 24 bits of precision in the
significand as selected by the precision control (PC) field of the control word. The default
setting (following FINIT), and the one that is best suited for most applications, is the full 64
bits of significance provided by the extended real format. The other settings are required by
the IEEE standard and are provided to obtain compatibility with the specifications of certain
existing programming languages. Specifying less precision nullifies the advantages of the
extended format's extended fraction length. When reduced precision is specified, the
rounding of the fractional value clears the unused bits on the right to zeros. Precision Control
affects only the instructions FADD, FSUB, FMUL, FDIV, and FSQRT.

6.3. FLOATING-POINT INSTRUCTION SET

The floating-point instructions available on the Pentium processor can be grouped into six
functional classes:

® Data Transfer Instructions

®* Nontranscendental Instructions

® Comparison Instructions

®* Transcendental Instructions

® Constant Instructions

® Control Instructions

In this chapter, the instruction classes are described as a collection of resources available to
programmers. For details of format, encoding, and execution times, see the instruction
reference pages in Chapter 25.

The Intel387 math coprocessors and the Intel486 and Pentium processors FPU's have more
instructions than the 8087/Intel287 math coprocessors. Some Intel386 DX microprocessor
systems use an Intel287 math coprocessor. See Chapter 5 for examples of how to identify the
processor type and determine what instructions are available.
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6.3.1. Source and Destination Operands

The typical floating-point instruction takes one or two operands, which can come from the
FPU register stack or from memory. Many instructions, such as FSIN, automatically operate
on the topFPU staclelement. Others allow, or require, the programmer to code the
operand(s) explicitly along with the instruction mnemonic. Still others accept one explicit
operand and one implicit operand (usually the top FPU stack element).

Whether specified by the programmer or supplied by default, floating-point operands are of
two basic typessourcesand destinations A source operand provides an input to an
instruction, but is not altered by its execution. Even when an instruction converts the sourc
operand from one format to another (e.g., real to integer), the conversion is performed in a
internal work area to avoid altering the source operand. A destination operand may als
provide an input to an instruction; on execution, however, the instruction returns a result tc
the destination, overwriting its previous contents.

Many instructions allow their operands to be coded in more than one way. For example
FADD (addreal) may be written without operands, with only a source, or with a destination
and a source. When both destination and source operands are specified, the destination m
precede the source on the command line, and both must come from the FPU stack.

Memory operands can be coded with any of the memory-addressing methods provided by th
ModR/M byte. To review these methods (BASE = (INDEX X SCALE) +
DISPLACEMENT), refer to Chapter 3. Floating-point instructions with memory operands
either read from memory or write to it; no floating-point instruction does Botha detailed
description of each instruction, including its range of possible encodings, see the referenc
pages in Chapter 25.

6.3.2. Data Transfer Instructions

These instructions (summarized in TablEmer! Bookmark not defined.) move operands
among elements of the register stack, and between the stack top and memory. Any of th
seven data types can be converted to extended-real and loaded (pushed) onto the stack il
single operation; they can be stored to memory in the same manner. The data transfe
instructions automatically update the FPU tag word to reflect whether the register is empty o
full following the instruction.

Table 6-9. Data Transfer Instructions

Real Integer Packed Decimal
FLD Load Real FILD Load Integer FBLD Load Packed Decimal
FST Store Real FIST Store Integer
FSTP  Store Real and Pop FISTP  Store Integer and Pop FBSTP Store Packed Decimal
and Pop
FXCH Exchange register
Contents
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6.3.3. Nontranscendental Instructions

The nontranscendental instruction set provides a wealth of variations on the basic add,
subtract, multiply, and divide operations, and a number of other useful functions. These
range from a simple absolute value instruction to instructions which perform exact modulo
division, round real numbers to integers, and scale values by powers of two. TEabbe! 6-
Bookmark not defined. shows the nontranscendental operations provided, apart from
basic arithmetic.

Table 6-10. Nontranscendental Instructions (Besides Arithmetic)

Mnemonic Operation

FSQRT Square Root

FSCALE Scale

FXTRACT Extract Exponent and Significand
FPREM Partial Remainder

FPREM1* IEEE Standard Partial Remainder
FRNDINT Round to Integer

FABS Absolute Value

FCHS Change Sign

* Not available on 8087 or Intel2870] math coprocessor.

The basic arithmetic instructions (addition, subtraction, multiplication and division) are
designed to encourage the development of very efficient algorithms. In particular, they allow
the programmer to reference memory as easily asFfPld register stacK.able 6-11
summarizes the available operation/operand forms that are provided for basic arithmetic. In
addition to the four normal operations, there are "reversed" subtraction and division
instructions which eliminate the need for many exchanges between ST(0) and ST(1). The
variety of instruction and operand forms give the programmer unusual flexibility:

® Operands can be located in registers or memory.

® Results can be deposited in a choice of registers.

® Operands can be a variety of numerical data types: extended real, double real, single
real, short integer or word integer, with automatic conversion to extended real performed
by the FPU.
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Table 6-11. Basic Arithmetic Instructions and Operands

Mnemonic Operand Forms:
Instruction Form Form Destination, Source
Classical Stack Fop {ST(1), ST}
Classical Stack, extra pop FopP {ST(1), ST}
Register Fop ST(i), ST or ST, ST(i)
Register, pop FopP ST(), ST
Real Memory Fop {ST} single-real/double-real
Integer Memory Flop {ST} word-integer/short-integer
NOTES:
Braces ({ }) surround implicit operands; these are not coded, but are supplied by the assembler.
op = ADD DEST -~ DEST + SRC

SUB DEST ~ ST — Other Operand
SUBR DEST ~ Other Operand — ST
MUL DEST .~ DEST x SRC
DIV DEST ~ DEST + SRC
DIVR DEST ~ SRC + DEST

Five basic instruction forms can be used across all six operatioehpas in Table 6-11.

The classical stack form can be used to maké&Hig operatdike a classical stack machine.

No operands are coded in this form, only the instruction mnemonicFPkk picks the
source operand from the stack top (ST) and the destination from the next stack elemer
(ST(2)). After performing its calculation, it returns the result to ST(1) and then pops ST,
effectively replacing the operands by the result.

The register form is a generalization of the classical stack form; the programmer specifies thi
stack top as one operand and any register on the stack as the other operand. Coding the st
top as the destination provides a convenient way to access a constant, held elsewhere in t
stack, from the top stack. The destination need not always be ST, however. The basic twc
operand instructions allow the use of another register as the destination. Using ST as th
source allows, for example, adding the stack top into a register used as an accumulator.

Often the operand in the stack top is needed for one operation but then is of no further use
the computation. The register pop form can be used to pick up the stack top as the sourc
operand, and then discard it by popping the stack. Coding operands of ST(1), ST with
register pop mnemonic is equivalent to a classical stack operation: the top is popped and tt
result is left at the new top.

The two memory forms increase the flexibility of the nontranscendental instructions. They
permit a real number or a binary integer in memory to be used directly as a source operan
This is useful in situations where operands are not used frequently enough to justify holding
them in registers. Note that any memory-addressing method can be used to define the:
operands, so they can be elements in arrays, structures, or other data organizations, as well
simple scalars.
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6.3.4. Comparison Instructions

The instructions of this class allow numbers of all supported real and integer data types to be
compared. Each of these instructions (Tabkr@®r! Bookmark not defined.) analyzes the

top stack element, often in relationship to another operand, and reports the result as a
condition code (flags CO, C2, and C3) in the status word.

Table 6-12. Comparison Instructions

Mnemonic Operation
FCOM Compare Real
FCOMP Compare Real and Pop
FCOMPP Compare Real and Pop Twice
FICOM Compare Integer
FICOMP Compare Integer and Pop
FTST Test
FUCOM* Unordered Compare Real
FUCOMP* Unordered Compare Real and Pop
FUCOMPP* Unordered Compare Real and Pop Twice
FXAM Examine

*Not available on 8087 and Intel287™ math coprocessors.

The basic operations are compare, test (compare with zero), and examine (report type, sign,
and normalization). Special forms of the compare operation are provided to optimize
algorithms by allowing direct comparisons with binary integers and real numbers in memory,
as well as popping the stack after a comparison.

The FSTSW AX (store status word) instruction can be used after a comparison to transfer the
condition code to the AX register for inspection. The TEST instruction is recommended for
using theFPU flags (once thegre in the AX register) to control conditional branching. First
check to see if the comparison resultedmordered This can happen, for instance, if one of

the operands is a NaN. TEST the contents of the AX register against the constant 0400H; this
will clear ZF (the Zero Flag of the EFLAGS register) if the original comparison was
unordered, and set ZF otherwise. The JNZ instruction can then be used to transfer control (if
necessary) to code that handles the case of unordered operands. With the unordered case now
filtered out, TEST the contents of the AX register against the appropriate constant from
Table 6Error! Bookmark not defined., and then use the corresponding conditional branch.
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Table 6-13. TEST Constants for Conditional Branching

Order Constant Branch
ST > Operand 4500H Jz
ST < Operand 0100H JINZ
ST = Operand 4000H JINZ
Unordered 0400H JNZ

It is not always necessary to filter out the unordered case when using this algorithm for
conditional jumps. If the software has been thoroughly tested, and incorporates periodic
checks for QNaN results (as recommended previously), then it is not necessary to check fc
unorderedevery time a comparison is made.

Instructions other than those in the comparison group can update the condition code. T
ensure that the status word is not altered inadvertently, store it immediately following a
comparison operation.

6.3.5. Transcendental Instructions

The instructions in this group (Table 6-14) perform the time-consuming core calculations for
all common trigonometric, inverse trigonometric, hyperbolic, inverse hyperbolic,
logarithmic, and exponential functions. The transcendentals operate on the top one or tw
stack elements, and they return their results to the stack. The trigonometric operation:
assume their arguments are expressed in radians. The logarithmic and exponential operatio
work in base 2.

Table 6-14. Transcendental Instructions

Mnemonic Operation
FSIN* Sine
FCOS* Cosine
FSINCOS* Sine and Cosine
FPTAN** Tangent
FPATAN Arctangent of ST(1) + ST
F2XM1** 2% 1; Xisin ST
FYL2X Y x logyX; Yisin ST(1), Xisin ST
FYL2XP1 Y x logy(X + 1); Y is in ST(1), X is in ST

*Not available on 8087 and Intel287™ math coprocessors.
**Operand range extended over 8087 and Intel287 math coprocessors.

The Pentium processor uses new algorithms for transcendental instructions, achieving
higher level of accuracy for the same instructions than the Intel486 processor. Accuracy i
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measured in terms of units in the last place (ulp). For a given argurient(x) andF(x) be
the correct and computed (approximate) function values respectively. The error in ulps is

defined to be
%(X) —F(¥)
ok - 63 %

wherek is an integer such thatSLZ‘kf(x) <2.

On the Pentium processor, the worst case error on functions is less than 1 ulp when rounding
to the nearest-even and less than 1.5 ulps when rounding in other modes. The functions are
guaranteed to be monotonic, with respect to the input operands, throughout the domain
supported by the instruction. See Appendix G for detailed information on transcendental
accuracy.

The trigonometric functions accept a practically unrestricted range of operands, whereas the
other transcendental instructions require that arguments be more restricted ifrPRIgE!

or FPREML1 can be used to bring the otherwise valid operand of a periodic function into
range. Prologue and epilogue software can be used to reduce arguments for other instructions
to the expected range and to adjust the result to correspond to the original arguments if
necessary. The instruction descriptions in the reference pages of Chapter 25 document the
allowed operand range for each instruction.

When the argument of a trigopnometric function is in range, it is automatically reduced by the
appropriate multiple of2(in 66-bit precision), by means of the same mechanism used in the
FPREM and FPREM1 instructions. The valuatafsed in the automatic reduction has been
chosen so as to guarantee no loss of significance in the operand, provided it is within the
specified range. The internal valueroh hexadecimal is:

4 * 0.CO90FDAA22168C234C

A program may use an explicit value farin computations whose results later appear as
arguments to trigonometric functions. In such a case (in explicit reduction of a trigonometric
operand outside the specified range, for example), the value usedtould be the same as

the full 66-bit internalrt This will insure that the results are consistent with the automatic
argument reduction performed by the trigonometric functions. The 66-lwannot be
represented as an extended-real value, so it must be encoded as two or more numbers. A
common solution is to representas the sum of a highwhich contains the 33 most-
significant bits and a lomwwhich contains the 33 least-significant bits. When using this two-
partT, all computations should be performed separately on each part, with the results added
only at the end.

The complications of maintaining a consistent valuatdbr argument reduction can be
avoided, either by applying the trigonometric functions only to arguments within the range of
the automatic reduction mechanism, or by performing all argument redu@diona to a
magnitude less tham4) explicitly in software.
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6.3.6. Constant Instructions

Each of these instructions, shown in Tableréar! Bookmark not defined., pushes a
commonly used constant onto the stack. (ST(7) must be empty to avoid an invalid
exception.) The values have full extended real precision (64 bits) and are accurate t
approximately 19 decimal digits. Because an external real constant occupies 10 memor
bytes, the constant instructions, which are only two bytes long, save storage and improv
execution speed, in addition to simplifying programming.

Table 6-15. Constant Instructions

Mnemonic Operation
FLDZ Load +0.0
FLD1 Load +1.0
FLDPI Load 1t
FLDL2T Load log, 10
FLDL2E Load logye
FLDLG2 Load log1p2
FLDLN2 Load logeg2

The constants used by these instructions are stored internally in a format more precise the
extended real. When loading the constant ARl roundthe more precise internal constant
according the RC (rounding control) bit of the control word. However, in spite of this
rounding, the precision exception is not raised (to maintain compatibility). When the
rounding control is set to round to nearest, B producethe same constant that is
produced by the 8087 and Intel287 numeric coprocessors.

6.3.7. Control Instructions

The FPU control instructionare shown in Table Brror! Bookmark not defined.. The
FSTSW instruction is commonly used for conditional branching. The remaining instructions
are not typically used in calculations; they provide control overFhe for system-level
activities. These activities include initialization of the FPU, numeric exception handling, and
task switching.
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As shown in Table &rror! Bookmark not defined., certain instructions have alternative
mnemonics. The instructions which initialize the FPU, clear exceptions, or store (all or part
of) the FPU environment come in two forms:

®* Wait—the mnemonic is prefixed only with an F, such as FSTSW. This form checks for
unmasked numeric exceptions.

®* No-wait—the mnemonic is prefixed with an FN, such as FNSTSW. This form ignores
unmasked numeric exceptions.

When a control instruction is coded using the no-wait form of the mnemonic, the
ASM386/Intel486 processor assembler does not precede the ESC instruction with a WAIT
instruction. The processor does not test for a floating-point error condition before executing a
control instruction.

The only no-wait instructions are those shown in Tali#rér! Bookmark not defined. .

All other floating-point instructions are automatically synchronized by the processor; all
operands are transferred before the next instruction is initiated. Because of this automatic
synchronization, non-control floating-point instructions need not be preceded by a WAIT
instruction in order to execute correctly.

Exception synchronization relies on the WAIT instruction. Since the Integer Unit and the
FPU operate irparallel, it is possible in the case of a floating-point exception for the
processor to disturb information vital to exception recovery before the exception-handler can
be invoked. Coding a WAIT or FWAIT instruction in the proper place can prevent this. See
the next section for details.
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Table 6-16. Control Instructions

Mnemonic Operation
FINIT / FNINIT Initialize FPU
FLDCW Load Control Word
FSTCW/FNSTCW Store Control Word
FSTSW/FNSTSW Store Status Word
FSTSW AX/FNSTSW AX* Store Status Word to AX Register
FCLEX/FNCLEX Clear Exceptions
FSTENV/FENSTENV Store Environment
FLDENV Load Environment
FSAVE/FNSAVE Save State
FRSTOR Restore State
FINCSTP Increment Stack Top Pointer
FDECSTP Decrement Stack Top Pointer
FFREE Free Regiser
FNOP No Operation
FWAIT Report FPU Error

*Not available on 8087 math coprocessor.

It should also be noted that the 8087 instructions FENI and FDISI and the Intel287 matt
coprocessor instruction FSETPM perform no function in the Pentium, Intel486 and Intel386
processors and Intel387 coprocessors. If these opcodes are detected in the instruction strec
the 32-bit processors perform no specific operation and no internal states are affectec
Chapter 23 contains a more complete description of the differences between floating-poin
operations on the Pentium and Intel486 processors and on the 8087, Intel287, and Intel3¢
DX numeric coprocessors.

6.4. NUMERIC APPLICATIONS

This section describes how programmers in assembly language and in a variety of highet
level languages can make use of the Intel486 processor’s numerics capabilities.

The level of detail in this section is intended to give programmers a basic understanding o
the software tools that can be used for numeric programming, but this information does no
document the full capabilities of these facilities. Complete documentation is available with
each program development product.
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6.4.1. High-Level Languages

A variety of Intel high-level languages are available that automatically make use of the
numeric instruction set when appropriate. These languages include C-386/486 and PL/M-
386/486. In addition, many high-level language compilers optimized for the Pentium

processor are available from independent software vendors.

Each of these high-level languages has special numeric libraries allowing programs to take
advantage of the capabilities of the FPU. No special programming conventions are necessary
to make use of the FPU when programming numeric applications in any of these languages.

Programmers in PL/M-386/486 and ASM386/486 can also make use of many of these library
routines by using routines contained in the Support Library. These libraries implement many
of the functions provided by higher-level languages, including exception handlers, ASCII-to-
floating-point conversions, and a more complete set of transcendental functions than that
provided by the processor's numeric instruction set.

6.4.1.1. C PROGRAMS

C programmers automatically cause the C compiler to generate Intel486 processor numeric
instructions when they use theuble andfloat data types. Th#éoat type corresponds to the
single real format; thelouble type corresponds to the double real format. The statement
#include math.hOcauses mathematical functions suctsimsandsqrt to return values of

type double. Example 6-2 illustrates the ease with which C programs can make use of the
processor’'s numerics capabilities.

6.4.1.2. PL/M-386/486

Programmers in PL/M-386/486 can access a very useful subset ¢fPids numeric
capabilities. The PL/M-386/486 REAL data type corresponds to the single real (32-bit)
format. This data type provides a range of about 8.463"< | X |< 3.38x 108 with about

seven significant decimal digits. This representation is adequate for the data manipulated by
many microcomputer applications.
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Example 6-2. Sample C Program

[FEFFFF I I I I I I I I I I I KKK KKK *kkk

* SAMPLE C PROGRAM *

/** Include stdio.h if necessary **/
/** Include math declarations for transcendentals and others **/

#include <math.h>
#define Pl 3.1415926535897943

main()

double sin_result, cos_result;
double angle_deg = 0.0, angle_rad;
int i, no_of_trial=4;

for (i = 1; i <= no_of_trial; i++) {

angle_rad = angle_deg * Pl / 180.0;

sin_result = sin (angle_rad);

cos_result = cos (angle_rad);

printf("sine of %f degrees equals %f\n", angle_deg, sin_result);

printf("cosine of %f degrees equals %f\n\n", angle_deg,
cos_result);

angle_deg = angle_deg + 30.0;

}

[** etc. **/

}

The utility of the REAL data type is extended by the PL/M-386/486 compiler's practice of
holding intermediate results in the extended real format. This means that the full range an
precision of the processor are utilized for intermediate results. Underflow, overflow, and
rounding exceptions are most likely to occur during intermediate computations rather thar
during calculation of an expression's final result. Holding intermediate results in extended-
precision real format greatly reduces the likelihood of overflow and underflow and eliminates
roundoff as a serious source of error until the final assignment of the result is performed.

The compiler generates floating-point instructions to evaluate expressions that contain REAL
data types, whether variables or constants or both. This means that addition, subtractior
multiplication, division, comparison, and assignment of REALs will be performed by the
FPU. INTEGER expressions, on the other hand, are evaluated by the Integer Unit.

Five built-in procedures (Table 6-17) give the PL/M-386/486 programmer access to FPU
control instructions. Prior to any arithmetic operations, a typical PL/M-386/486 program will
set up the FPU usinghe INITSREALSMATH$UNIT procedure and then issue
SET$REAL$MODE to configure the FPU. SETSREAL$MODE loadsRRé& control word,

and its 16-bit parameter has the format shown previously for the control word. The
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recommended value of this parameter is 033EH (round to nearest, 64-bit precision, all
exceptions masked except invalid operation). Other settings may be used at the programmer's
discretion.

Table 6-17. PL/M-386/486 Built-In Procedures

Procedure FPU Control Instruction Description
INITSREALSMATH$SUNIT FINIT Initialize FPU
SET$REAL$MODE FLDCW Set exception masks, rounding

precision, and infinity controls.
GET$REAL$ERROR FNSTSW& FNCLEX Store, then clear, exception flags.
SAVE$REAL$STATUS FNSAVE Save FPU state.
RESTORE$REAL$STATUS FRSTOR Restore FPU state.

If any exceptions are unmasked, an exception handler must be provided in the form of an
interrupt procedure that is designated to be invoked via interrupt vector number 16. The
exception handler can use the GETSREAL$SERROR procedure to obtain the low-order byte
of the FPU status word and to thetear the exception flags. The byte returned by
GET$REAL$ERROR contains the exception flags; these can be examined to determine the
source of the exception.

The SAVE$SREAL$STATUS and RESTORE$SREAL$STATUS procedures are provided for
multitasking environments where a running task that use§mPémay be preempted by
another task that also uses the FPU. It is the responsibility of the operating system to issue
SAVES$REALS$STATUS before it executes any statements that affect the FPU; these include
the INITSREALSMATHSUNIT and SET$SREALSMODE procedures as well as arithmetic
expressions. SAVESREALSSTATUS saves thBU state (registers, status, and control
words, etc.) on the memory stack. RESTORE$REAL$STATUS reloads the state information;
the preempting task must invoke this procedure before terminating in order to restore the
FPU to its state ghe time the running task was preempted. This enables the preempted task
to resume execution from the point of its preemption.

6.4.1.3. ASM386/486

The ASM386/486 assembly language provides programmers with complete acadssfto
the facilities of the processor.

6.4.1.3.1. Defining Data

The ASM386/486 directives shown in Table 6-18 allocate storage for numeric variables and
constants. As with other storage allocation directives, the assembler associates a type with
any variable defined with these directives. The type value is equal to the length of the storage
unit in bytes (10 for DT, 8 for DQ, etc.). The assembler checks the type of any variable
coded in an instruction to be certain that it is compatible with the instruction. For example,
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the coding FIADD ALPHA will be flagged as an error if ALPHA's type is not 2 or 4, because
integer addition is only available for word and short integer (doubleword) data types. The
operand's type also tells the assembler which machine instruction to produce; although to th
programmer there is only an FIADD instruction, a different machine instruction is required
for each operand type.

Table 6-18. ASM386/486 Storage Allocation Directives

Directives Interpretation Data Types
DW Define Word Word integer
DD Define Doubleword Short integer, short real
DQ Define Quadword Long integer, long real
DT Define Tenbyte Packed decimal, temporary real

On occasion it is desirable to use an instruction with an operand that has no declared typ
For example, if register BX points to a short integer variable, a programmer may want to
code FIADD [BX]. Thiscan be done by informing the assembler of the operand's type in the
instruction, coding FIADD DWORD PTR [BX]The corresponding overrides for the other
storage allocations are WORD PTR, QWORD PTR, and TBYTE PTR.

The assembler does not, however, check the types of operands used in processor cont
instructions. Coding FRSTOR [BP] implies that the programmer has set up register BP tc
point to the location (probably in the stack) where the processor's 94-byte state record he
been previously saved.

The initial values for numeric constants may be coded in several different ways. Binary
integer constants may be specified as bit strings, decimal integers, octal integers, o
hexadecimal strings. Packed decimal values are normally written as decimal integers
although the assembler will accept and convert other representations of integers. Real valu
may be written as ordinary decimal real numbers (decimal point required), as decimal
numbers in scientific notation, or as hexadecimal strings. Using hexadecimal strings is
primarily intended for defining special values such as infinities, NaNs, and denormalized
numbers. Most programmers will find that ordinary decimal and scientific decimal provide
the simplest way to initialize numeric constants. Example 6-3 compares several ways o
setting the various numeric data types to the same initial value.

Example 6-3. Sample Numeric Constants

; THE FOLLOWING ALL ALLOCATE THE CONSTANT: -126
; NOTE TWO'S COMPLEMENT STORAGE OF NEGATIVE BINARY INTEGERS.

EVEN ;FORCE WORD ALIGNMENT

WORD_INTEGER DW 1111111110000010b ;BIT STRING

SHORT_INTEGER DD OFFFFFF82H JHEX STRING MUST START
sWITH DIGIT

LONG_INTEGER DQ -126 ;ORDINAL DECIMAL
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SINGLE_REAL DD -126.0 ;NOTE PRESENCE OF .
DOUBLE_REAL DD -1.26e2 ;SCIENTIFIC

PACKED_DECIMAL DT -126 ;ORDINARY DECIMAL INTEGER
; IN THE FOLLOWING, SIGN AND EXPONENT IS 'C005’

; SIGNIFICAND IS '7300...00', 'R' INFORMS ASSEMBLER THAT

; THE STRING REPRESENTS A REAL DATA TYPE.

EXTENDED_REAL DT 0C0057E00000000000000R ;HEX STRING

Note that preceding numeric variables and constants with the ASM386/486 EVEN directive
ensures that the operands will be word-aligned in memory. The best performance is obtained
when data transfers are aligned. See Chapter 24 for alignment strategies for the different
processors. All numeric data types occupy integral numbers of words so that no storage is
"wasted" if blocks of variables are defined together and preceded by a single EVEN

declarative.

6.4.1.3.2. Records and Structures

The ASM386/486 RECORD and STRUC (structure) declaratives can be very useful in
numeric programming. The record facility can be used to define the bit fields of the control,
status, and tag words. Example 6-4 shows one definition of the status word and how it might

be used in a routine that polls the FPU until it has completed an instruction.

Example 6-4. Status Word Record Definition

: RESERVE SPACE FOR STATUS WORD
STATUS_WORD
: LAY OUT STATUS WORD FIELDS
STATUS RECORD
BUSY: 1,
COND_CODES3: 1,
STACK_TOP: 3,
COND_CODE2: 1,
COND_CODE1: 1,
COND_CODEQ: 1,
INT_REQ: 1,
S_FLAG:
P_FLAG:
U_FLAG:
O_FLAG:
Z FLAG:
D_FLAG:
|_FLAG:
: REDUCE UNTIL COMPLETE
REDUCE:

FPREM1

el

Ro R0 R0 R0 R0 R0 Ro RO Ro RO RO Ro Ro Ro

P e
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FNSTSW  STATUS_WORD
TEST STATUS_WORD, MASK_COND_CODE?2
JNZ REDUCE

Because structures allow different but related data types to be grouped together, they ofte
provide a natural way to represent "real world" data organizations. The fact that the structur
template may be "moved" about in memory adds to its flexibility. Example 6-5 shows a
simple structure that might be used to represent data consisting of a series of test scol
samples. This sample structure can be reorganized, if necessary, for the sake of mol
efficient execution. If the two double real fields were listed before the integer fields, then
(provided that the structure is instantiated only at addresses divisible byaigh® fields
would be optimally aligned for efficient memory access and caching. A structure could also
be used to define the organization of the information stored and loaded by the FSTENV an
FLDENYV instructions.

Example 6-5. Structure Definition

SAMPLE STRUC

N_OBSDD ? ; SHORT INTEGER
MEAN DQ ? ; DOUBLE REAL
MODE DW ? ; WORD INTEGER

STD_DEV DQ ? ; DOUBLE REAL
; ARRAY OF OBSERVATIONS -- WORD INTEGER
TEST_SCORES DW 1000 DUP (?)

SAMPLE ENDS

6.4.1.3.3. Addressing Methods

Numeric data in memory can be accessed with any of the memory addressing methoc
provided by the ModR/M byte and (optionally) the SIB byte. This means that numeric data
types can be incorporated in data aggregates ranging from simple to complex according t
the needs of the application. The addressing methods and the ASM386/486 notation used
specify them in instructions make the accessing of structures, arrays, arrays of structures, ai
other organizations direct and straightforward. Table 6-19 gives several examples of numeri
instructions coded with operands that illustrate different addressing methods.
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Table 6-19. Addressing Method Examples

Coding Interpretation

FIADD ALPHA ALPHA is a simple scalar (mode is direct).

FDIVR ALPHA.BETA BETA is a field in a structure that is “overlaid” on
ALPHA (mode is direct).

FMUL QWORD PTR [BX] BX contains the address of a long real variable (mode
is register indirect).

FSUB ALPHA [SI] ALPHA is an array and Sl contains the offset of an
array element from the start of the array (mode is
indexed).

FILD [BP].BETA BP contains the address of a structure on the CPU
stack and BETA is a field in the structure (mode is
based).

FBLD TBYTE PTR [BX] [DI] BX contains the address of a packed decimal array

and DI contains the offset of an array element (mode
is based indexed).

6.4.1.4. COMPARATIVE PROGRAMMING EXAMPLE

Examples 6-6 and 6-7 show the PL/M-386/486 and ASM386/486 code for a simple numeric
program, called ARRSUM. The program references an array (X$ARRAY), which contains
0-00 single real values; the integer varidd®OF$X indicateshe number of array elements

the program is to consider. ARRSUM steps through X$ARRAY accumulating three sums:

® SUMS$X, the sum of the array values

* SUMSINDEXES, the sum of each array value times its index, where the index of the
first element is 1, the second is 2, etc.

® SUMSSQUARES, the sum of each array element squared

Example 6-6. Sample PL/M-386/486 Program

xxxxxxxxxxxx

array$sum: do;
declare (sum$x, sum$indexes, sum$squares) real;
declare x$array(100) real;
declare (n$of$x, i) integer;
declare control $ FPU literally '033eh’;

/ *Assume x$array and n$of$x are initialized */
call init$real$math$unit;
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call set$real$mode(control $ FPU);

/* Clear sums */
sum$x, sums$indexes, sum$squares = 0.0;

/* Loop through array, accumulating sums */
doi=0to n$of$x - 1;
sum$x = sum$x + x$array(i);
sum$indexes = sum$indexes + (x$array(i)*float(i+1));
sum$squares = sum$squares + (x$array(i)*x$array(i));
end;

[* etc. */
end array$sum;

Example 6-7. Sample ASM386/486 Program

name arraysum
; Define initialization routine
extrn initFPU:far

; Allocate space for data

data segment rw public
control_FPU dw 033eh

n_of_x dd ?
x_array dd 100 dup(?)
sum_squares dd ?
sum_indexes dd ?
sum_x dd ?

data ends

; Allocate CPU stack space
stack stackseg 400
; Begin code
code segment er public
assume ds:data, ss:stack

start:
mov ax, data
mov ds, ax
mov ax, stack
mov  ss, ax
mov esp, stackstart stack

; Assume x_array and n_of_x have been initialized
; Prepare the FPU or its emulator

call initFPU
fldcwcontrol_FPU
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; Clear three registers to hold running sums

fldz
fldz
fldz

; Setup ECX as loop counter and ESI as index into x_array

mov  ecx, n_of_x
imul ecx
mov  esi, eax

; ESI now contains index of last element + 1
; Loop through x_array and accumulate sum

sum_next:
; Back up one element and push on the stack

sub esi, type x_array
fld x_array[esi]

; Add to the sum and duplicate x on the stack

fadd st(3), st
fld st

; Square it and add into the sum of (index+1) and discard

fmul st, st

faddpst(2), st
fmul n_of_x
faddpst(2), st

; Reduce index for next iteration
loop sum_next
; Pop sums into memory

pop_results:
fstp sum_squares
fstp sum_indexes
fstp sum_x
fwait

; Etc.
code ends
end start, ds:data, ss:stack

(A true program, of course, would go beyond these steps to store and use the results of these
calculations.) The control word is set with the recommended values: round to nearest, 64-bit
precision, interrupts enabled, and all exceptions masked except invalid operation. It is
assumed that an exception handler has been written to field the invalid operation if it occurs,
and that it is invoked by interrupt pointer 16.
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The PL/M-386/486 version of ARRAYSUM is very straightforward and illustrates how easily
the numerics capabilities of the Intel486 processor can be used in this language. Afte
declaring variables, the program calls built-in procedures to initializEPe and to load to

the control word. The program clears the sum variables and then steps tK@AIRRAY

with a DO-loop. The loop control takes into account PL/M-386/486's practice of considering
the index of the first element of an array to be 0. In the computation of SUM$INDEXES, the
built-in procedure FLOAT converts I+1 from integer to real because the language does no
support "mixed mode" arithmetic. One of the strengths of the Intel486 processor FPU, of
course, is that idoes support arithmetic on mixed data types (because all values are
converted internally to the 80-bit extended-precision real format).

The ASM386/486 version defines the external procedure INITFPU, which makes the
different initialization requirements of the processor and its emulator transparent to the
source code. After defining the data and setting up the segment registers and stack pointe
the program calls INITFPU and loads the control word. The computation begins with the
next three instructions, which clear three registers by loading (pushing) zeros onto the stacl
As shown in Figure 6-12, these registers remain at the bottom of the stack throughout th
computation while temporary values are pushed on and popped off the stack above them.
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ST(0)
ST(1)

ST(2)

ST(0)
ST()
ST(2)

ST(3)

ST(0)
ST(1)
ST(2)
ST(3)

ST(4)

ST(0)
ST(1)
ST(2)
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FLDZ, FLDZ, FLDZ

0.0 SUM__SQ_UAFES o
0.0 SUM_INDEXES
0.0 SUM_X

FADD ST(3),ST (/_/_/_ .
25 X_ARRAY (19)
0.0 SUM_SQUARES
0.0 SUM_INDEXES
25 SUM_X

FMUL ST,ST -
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25 SUM_X
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ST(2)
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0.0

0.0

FLD ST
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0.0

0.0
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FADDP ST(2),ST
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6.25

0.0

25

FADDP ST(2),ST

6.25

50.0

2.5

X_ARRAY (19)
SUM_SQUARES
SUM_INDEXES

SUM_X

X_ARRAY (19)
X_ARRAY (19)
SUM_SQUARES
SUM_INDEXES

SUM_X

X_ARRAY (19)
SUM_SQUARES
SUM_INDEXES

SUM_X

SUM_SQUARES
SUM_INDEXES

SUM_X

APM9

The program uses the LOOP instruction to control its iteration through X_ARRAY:; register
ECX, which LOOP automatically decrements, is loaded with n_of x the number of array
elements to be summed. Register ESI is used to select (index) the array elements. The
program steps through X_ARRAY from back to front, so ESI is initialized to point at the
element just beyond the first element to be processed. The ASM386/486 TYPE operator is
used to determine the number of bytes in each array element. This permits changing
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X_ARRAY to a double-precisioneal array by simply changing its definition (DD to DQ)
and reassembling.

Figure 6-12 shows the effect of the instructions in the program loop oRRUe register
stack. The figure assumes that the program is in its first iterationNtl@F_X is 20, and

that X_ARRAY(19) (the 20th element) contains the value 2.5. When the loop terminates, the
three sums are left as the top stack elements so that the program ends by simply poppir
them into memory variables.

6.4.1.5. CONCURRENT PROCESSING

Because the Intel Pentium Processor Integer Unit (IU)FRHd execution unitare separate,
it is possible for the FPU texecute numeric instructions in parallel with integer instructions.
This simultaneous execution of different instructions is called concurrency.

No special programming techniques are required to gain the advantages of concurrer
execution; numeric instructions are simply placed in line with the integer instructions.
Integer and numeric instructions are initiated in the same order as they are encountered in tl
instruction stream. However, because numeric operations performed BPthgenerally
require more time than integer operations, the IU can often execute several instruction
before the FPU completes a numeric instruction previously initated.

This concurrency offers obvious advantages in terms of execution performance, buf
concurrency also imposes several rules that must be observed in order to assure prop
synchronization of the IlU and FPU .

All Intel high-level languages automatically provide for and manage concurrencyhiPthe
Assembly-language programmers, however, must understand and manage some areas
concurrency in exchange for the flexibility and performance of programming in assembly
language. This section is for the assembly-language programmer or well-informed high-
level-language programmer.

6.4.1.6. MANAGING CONCURRENCY

The activities of numeric programs can be split into two major areas: program control and
arithmetic. The program control part performs activities such as deciding what functions to
perform, calculating addresses of numeric operands, and loop control. The arithmetic pat
simply adds, subtracts, multiplies, and performs other operations on the numeric operand:
The processor is designed to handle these two parts separately and efficiently.

Concurrency management is required to check for an exception before letting the processc
change a value just used by the FPU. Almost any numeric instruction can, undeorie
circumstances, produce a numeric exception. For programmers in higher-level languages, &
required synchronization is automatically provided by the appropriate compiler. For
assembly-language programmers exception synchronization remains the responsibility of th
programmer.
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A complication is that a programmer may not expect their numeric program to cause numeric
exceptions, but in some systems, they may regularly happen. To better understand these
points, consider what can happen when the FPU detects an exception.

Depending on options determined by the software system designer, the processor can perform
one of two things when a numeric exception occurs:

® The FPUcan provide a default fix-up for selected numeric exceptions. Programs can
mask individual exception types to indicate that #eU should generate a safe,
reasonable result whenever that exception occurs. The default exception fix-up activity is
treated by the FPU as part of the instruction causing the exception; no external indication
of the exception is given. When exceptions are detected, a flag is set in the numeric
status register, but no information regarding where or when is available. If the FPU
performs its default action for all exceptions, then the need for exception
synchronization is not manifest. However, as will be shown later, this is not sufficient
reason to ignore exception synchronization when designing programs that use the FPU.

® As an alternative to the default fix-up of numeric exceptions, the IU can be notified
whenever an exception occurs. When a numeric exception is unmasked and the
exception occurs, thEPU stops further execution thfe numeric instruction and signals
this event. On the next occurrence of an ESC or WAIT instruction, the processor traps to
a software exception handler. The exception handler can then implement any sort of
recovery procedures desired for any numeric exception detectable by the FPU. Some
ESC instructions do not check for exceptions. These are the nonwaiting forms FNINIT,
FNSTENV, FNSAVE, FNSTSW, FNSTCW, and FNCLEX.

When theFPU signals an unmasked exception condition, it is requestiipg The fact that
the exception was unmasked indicates that further numeric program execution under the
arithmetic and programming rules of the FPU is unreasonable.

If concurrent execution is allowed, the state of the processor when it recognizes the exception
is undefined. It may have changed many of its internal registers and be executing a totally

different program by the time the exception occurs. To handle this situatioRPthehas

special registers updated at the start of each numeric instruction to describe the state of the
numeric program when the failed instruction was attempted.

Exception synchronization ensures that R is in a well-defined state after an unmasked
numeric exception occurs. Without a well-defined state, it would be impossible for exception
recovery routines to determine why the numeric exception occurred, or to recover
successfully from the exception.

The following two sections illustrate the need to always consider exception synchronization
when writing numeric code, even when the code is initially intended for execution with
exceptions masked. If the code is later moved to an environment where exceptions are
unmasked, the same code may not work correctly. An example of how some instructions
written without exception synchronization will work initially, but fail when moved into a
new environment, is shown in the following section.
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6.4.1.7. EXCEPTION SYNCHRONIZATION

In the following examples, three instructions are shown to load an integer, calculate its
square root, then increment the integer. The synchronous execution FEPthevill allow
this program to execute correctly when no exceptions occur on the FILD instruction.

Incorrect Error Synchronization:

FILD COUNT : FPU instruction
INC COUNT ; integer instruction alters operand
FSORT ; subsequent FPU instruction -- error

; from previous FPU
: instruction detected here

Proper Error Synchronization:

FILD COUNT : FPU instruction

FSORT ; subsequent FPU instruction -- error from
; previous FPU
: instruction detected here

INC COUNT ; integer instruction alters operand

This situation changes if the numeric register stack is extended to memory. To extend th
FPU stack to memongthe invalid exception is unmasked. A push to a full register or pop
from an empty register sets SF and causes an invalid exception.

The recovery routine for the exception must recognize this situation, fix up the stack, then
perform the original operation. The recovery routine will not work correctly in the first
example shown in the figure. The problem is that the value of COUNT is incremented before
the exception handler is invoked, so that the recovery routine will load an incorrect value of
COUNT, causing the program to fail or behave unreliably.

6.4.1.8. PROPER EXCEPTION SYNCHRONIZATION

Exception synchronization relies on the WAIT instruction. Whenever an unmasked
numerical exception occurs, thePU asserts an error-condition signal internal to the
processor. When the next WAIT instruction (or an ESC instruction other than FNINIT,
FNCLEX, FNSTSW, FNSTSW AX, FNSTCW, FNSTENV, FNSAVE) is encountered, the
error-condition signal is acknowledged and a software exception handler is invoked. (Se
Chapter 7 and section 23.3.7 for a more detailed discussion of the various floating-poin
error-reporting mechanisms and Pentium processor implementation specifics respectively.) |
this WAIT or ESC instruction is properly placed, the processor will not yet have disturbed
any information vital to recovery from the exception. A WAIT instruction should also be
placed after the last floating-point instruction in an application so that any unmasked
exceptions will be serviced before the task completes.

6-49



intal.

Special
Computational
Situations






intgl.

CHAPTER 7
SPECIAL COMPUTATIONAL SITUATIONS

Besides being able to represent positive and negative numbers, the numerical data forma
may be used to describe other entities. These special values provide extra flexibility, bu
most users will not need to understand them in order to use the numerics capabilities of th
processor successfully. This section describes the special values that may occur in certa
cases and the significance of each. The numeric exceptions are also described, for writers
exception handlers and for those interested in probing the limits of numeric computation.

The material presented in this section is mainly of interest to programmers concerned witt
writing exception handlers. Many readers will only need to skim this section.

When discussing these special computational situations, it is useful to distinguish betweer
arithmetic instructionsand nonarithmetic instructionsNonarithmetic instructions are those
that have no operands or transfer their operands without substantial change; arithmeti
instructions are those that make significant changes to their operands. Eabdel 7-
Bookmark not defined. defines these two classes of instructions.

7.1. SPECIAL NUMERIC VALUES

The numerical data formats encompass encodings for a variety of special values in additio
to the typical real or integer data values that result from normal calculations. These specie
values have significance and can express relevant information about the computations c
operations that produced them. The various types of special values are:

¢ Denormal real numbers

®* Zeros

® Positive and negative infinity

®* NaN (Not-a-Number)

® Indefinite

®* Unsupported formats

The following sections explain the origins and significance of each of these special values
Tables 7-2 through TablesEtror! Bookmark not defined. show how each of these special
values is encoded for each of the numeric data types.
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Table 7-1. Arithmetic and Nonarithmetic Instructions

Nonarithmetic Instructions

Arithmetic Instructions

FABS

FCHS

FCLEX

FDECSTP

FFREE

FINCSTP

FINIT

FLD (register-to-register)
FLD (extended format from memory)
FLD constant

FLDCW

FLDENV

FNOP

FRSTOR

FSAVE

FST(P) (register-to-register)
FSTP (extended format to memory)
FSTCW

FSTENV

FSTSW

FWAIT

FXAM

FXCH

F2XM1

FADD (P)
FBLD

FBSTP
FCOMP(P)(P)
FCOS
FDIV(R)(P)
FIADD
FICOM(P)
FIDIV(R)
FILD

FIMUL
FIST(P)
FISUB(R)
FLD (conversion)
FMUL(P)
FPATAN
FPREM
FPREM1
FPTAN
FRNDINT
FSCALE
FSIN
FSINCOS
FSQRT
FST(P) (conversion)
FSUB(R)(P)
FTST
FUCOM(P)(P)
FXTRACT
FYL2X
FYL2XP1
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Table 7-2. Binary Integer Encodings

Class Sign Magnitude
Positives
(Largest) 0 11.11
(Smallest) 0 00..01
Zero 0 00..00
Negatives
(Smallest) 1 11..11
(Largest/Indefinite*) 1 00..00
Word: 15 bits
Short: 31 bits
Long: 63 bits

NOTES:

*If this encoding is used as a source operand (as in an integer load or integer arithmetic instruction), the FPU
interprets it as the largest negative number representable in the format... 215 231 or —283 The FPU
delivers this encoding to an integer destination in two cases:

1. If the result is the largest negative number.

2. As the response to a masked invalid operation exception, in which case it represents the special value
integer indefinite.
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Table 7-3. Packed Decimal Encodings

Magnitude
Class Sign digit digit digit digit digit
Positives
Largest 0 0000000 1001 1001 1001 1001 1001
Smallest 0 0000000 0000 0000 0000 0000 0001
Zero 0 0000000 0000 0000 0000 0000 0000
Negatives
Zero 1 0000000 0000 0000 0000 0000 0000
Smallest 1 0000000 0000 0000 0000 0000 0000
Largest 1 0000000 1001 1001 1001 1001 1001
Indefinite* 1 1111111 | 1111 1111 Uuuu** Uuuu Uuuu
01 byte[ 09 bytesO

*  The packed decimal indefinite is stored by FBSTP in response to a masked invalid operation exception.

Attempting to load this value via FBLD produces an undefined result.
** UUUU means bit values are undefined and may contain any value.
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Table 7-4. Single and Double Real Encodings

Significand
Class Sign Biased Exponent ff-ff*
Positive NaNs
0 11.11 11.11
Quiet - .
0 11..11 10..00
0 11.11 01..11
Signaling
0 11..11 00..01
Infinity 0 11.11 00..00
Positive Reals
0 11..10 11.11
Normals
0 00..01 00..00
0 00..00 11.11
Denormals .
0 00..00 00..01
Zero 0 00..00 00..00
Negative Reals
Zero 1 00..00 00..00
1 00..00 00..01
Denormals
1 00..00 11.11
1 00..01 00..00
Normals
1 11..10 11.11
Infinity 1 11.11 00..00
Negative NaNs
1 11.11 00..01
Signaling
1 11..11 01..11
1 (Indefinite) 11.11 10..00
Quiet -
1 11..11 11.11
Single: [0 8 bitsd [ 23 bitsO
Double: 0 11 bitsO [0 52 bitsO

*Integer bit is implied and not stored.
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Table 7-5. Extended Real Encodings

intgl.

Significand
Class Sign Biased Exponent ff-ff*
Positive NaNs
0 11.11 111.11
Quiet
0 11.11 110..00
0 11.11 101.11
Signaling
0 11.11 100..01
Infinity 0 11.11 1 00..00
Positive Reals
0 11..10 111.11
Normals
0 00..01 1 00..00
0 00..00 11111
Pseudodenormals . . .
0 00..00 100..01
0 00..00 011.11
Denormals
0 00..00 000..01
Zero 0 00..00 0 00..00
Negative Reals
Zero 1 00..00 0 00..00
1 00..00 000..01
Denormals
1 00..00 011..11
1 00..00 111.11
Pseudodenormals . . .
1 00..00 1 00..00
1 00..01 1 00..00
Normals .
1 11..10 111.11
Infinity 1 11.11 1 00..00
Negative NaNs
1 11.11 100..01
Signaling
1 11.11 101.11
1 (Indefinite) 11.11 110..00
Quiet . .
1 11.11 111.11
[ 15 bitsO [ 64 bits[]

*Integer bit is implied and not stored.
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Table 7-6. Unsupported Formats

Significand
Class Sign Biased Exponent fpff-f*
Positive Pseudo-NaNs
0 11.11 0 11..11
Quiet . . .
0 11.11 010..00
0 11.11 001..11
Signaling
0 11.11 000..01
Pseudoinfinity 0 11.11 000..00
Positive Reals
0 11..10 011.11
Unnormals
0 00..01 0 00..00
Negative Reals
1 11..10 011..01
Unnormals
1 00..01 0 00..00
Pseudoinfinity 1 11.11 000..00
Negative Pseudo NaNs
1 11.11 001..11
Signaling
1 11..11 000..01
1 11.11 011.11
Quiet
1 11.11 010..00
0 15 bitsO 0 64 bitsO

*Integer bit is implied and not stored.

7.1.1. Denormal Real Numbers

The processor generally stores nonzero real numbers in normalized floating-point form; tha
is, the integer (leading) bit of the significand is always a one. (Refer to the previous sectior
for a review of operand formats.) This bit is explicitly stored in the extended format, and is
implicitly assumed to be a one,flin the single and double formats. Since leading zeros are
eliminated, normalized storage allows the maximum number of significant digits to be held
in a significand of a given width.

When a numeric value becomes very close to zero, normalized floating-point storage cannc
be used to express the value accurately. The tiegns used here to precisely define what
values require special handling. A number R is said tingevhen -F™" <R <0 or 0 <R
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< +2Emin_ (As defined in the previous section, Emin is —126 for single format, —1022 for
double format, and —16382 for extended format.) In other words, a nonzero nuiitgifis
its exponent would be too negative to store in the destination format.

To accommodate these instances, the processor can store and operate on reals that are not
normalized, i.e.whose significands contain one or more leading zeros. Denormals typically
arise when the result of a calculation yields a value thatyis

Denormal values have the following properties:

® The biased floating-point exponent is stored at its smallest value (zero)
® The integer bit of the significand (whether explicit or implicit) is zero

The leading zeros of denormals permit smaller numbers to be represented, at the possible
cost of some lost precision (the number of significant bits is reduced by the leading zeros). In
typical algorithms, extremely small values are most likely to be generated as intermediate,
rather than final, results. By using the extended real format for holding intermediate values,
quantities as small as +3.37 10%°32 can be represented; this makes the occurrence of
denormal numbers a rare phenomenon in numerical applications. Nevertheless, the processor
can load, store, and operate on denormalized real numbers when they do occur.

Denormals receive special treatment by the processor in three respects:

® The processor avoids creating denormals whenever possible. In other words, it always
normalizes real numbers except in the case of tiny numbers.

® The processor provides the unmasked underflow exception to permit programmers to
detect cases when denormals would be created.

® The processor provides the denormal operand exception to permit programmers to detect
cases when denormals enter into calculations.

Denormalizing means incrementing the true result's exponent and inserting a corresponding
leading zero in the significand, shifting the rest of the significand one place to the right.
Denormal values may occur in any of the single, double, or extended formats. Table 7-7
shows the range of denormalized values in each format.

Table 7-7. Denormalized Values

Smallest Magnitude Largest Magnitude
Format (Exact) (Approx.) (Exact) (Approx.)
Single Precision 27149 10746 27126_»-150 10738
Double Precision 21074 107324 271022_»-1075 107308
Extended 2-16445 104951 9—16382_5-16445 104932

Denormalization produces either a denormal or a zero. Denormals are readily identified by
their exponents, which are always the minimum for their formats; in biased form, this is
always the bit string: 00..00. This same exponent value is also assigned to the zeros, but a
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denormal has a nonzero significand. A denormal in a register is tapgedl Tables 7-2
through Table Error! Bookmark not defined. show how denormal values are encoded in
each of the real data formats.

The denormalization process causes loss of significance if low-order one-bits are shifted of
the right of the significand. In a severe caak,the significand bits of the true result are
shifted out and replaced by the leading zeros. In this case, the result of denormalization is
true zero, and, if the value is in a register, it is tagged as a zero.

Denormals are rarely encountered in most applications. Typical debugged algorithms
generate extremely small results only during the evaluation of intermediate subexpression:s
the final result is usually of an appropriate magnitude for its single or double format real
destination. If intermediate results are held in temporary real, as is recommended, the great
range of this format makes underflow very unlikely. Denormals are likely to arise only when
an application generates a great many intermediates, so many that they cannot be held on 1
register stack or in extended format memory variables. If storage limitations force the use o
single or double format reals for intermediates, and small values are produced, underflow
may occur, and, if masked, may generate denormals.

When a denormal number in single or double format is used as a source operand and tt
denormal exception is masked, tRRPU automaticalljpormalizesthe number when it is
converted to extended format.

7.1.2. Zeros

The valuezero in the real and decimal integer formats may be signed either positive or
negative, although the sign of a binary integer zero is always positive. For computational
purposes, the value of zero always behaves identically, regardless of sign, and typically th
fact that a zero may be signed is transparent to the programmer. If necess&XAlkhe
instruction may be used to determine a zero's sign.

A programmer can code a zero, or it can be created biyRbleas its masked response to an
underflow exception. If a zero is loaded or generated in a register, the register iszexgged
Table 7-8 lists the results of instructions executed with zero operands and also shows how
zero may be created from nonzero operands.

7.1.3. Infinity

The real formats support signed representations of infinities. These values are encoded with
biased exponent of all ones and a significand,00100; if the infinity is in a register, it is
taggedspecial

A programmer can code an infinity, or it can be created by the FPU as its masked response
an overflow or a zero divide exception. Note that depending on rounding mode, the maske
response may create the largest valid value representable in the destination rather the
infinity.
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The signs of the infinities are observed, and comparisons are possible. Infinities are always
interpreted in the affine sense; that iy < (any finite number) < e. Arithmetic on
infinities is always exact and, therefore, signals no exceptions, except for the invalid
operations specified in Table 7-9.

Table 7-8. Zero Operands and Results

Operation Operands Result
FLD, FLBD +0 Co
FILD +0 +0
FST, FSTP, FRNDINT +0 Co
+X +0!
-X -0t
FBSTP +0 Co
FIST,FISTP +0 Co
+X -08
-X -0*
FCHS +0 -0
-0 +0
FABS +0 +0
Addition +0 plus +0 +0
-0 plus -0 -0
+0 plus -0, -0 plus+0 +0?
—X plus +X, +X plus—-X +0
+0 plus = X, £ X plus 0 #X
Subtraction +0 minus - 0 +0
-0 minus +0 -0
+0 minus + 0, -0 minus £0?
-0 +02
+X minus +X, =X minus —#X
-X #X
+0 minus X
+X minus +0
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Table 7-8. Zero Operands and Results (Contd.)
Operation Operands Result
Multiplication +0 x +0 0
+0 x £X, X x 0 0
+X x +Y, =X x =Y +01
+X X =Y, =X x +Y -0t

Division

0+ +0
X+ +0
X + *oo
+0 + +X, -0 + =X
+0 + =X, -0+ +X
=X ==Y, +X ++Y
=X ==Y, +X ++Y

Invalid Operation
oo (Zero Divide)
0

+0

-0

+0t

_01

FPREM, FPREM1 +0 rem £0 Invalid Operation
+X rem +0 Invalid Operation
+0 rem £X +0
-0 rem £X -0
+X rem zY +0 'Y exactly divides X
-X rem Y -0 Y exactly divides X
FSQRT +0 *0
Compare +0: +X +0<+X
+0: 20 +0=20
+0:-X +0 >-X
FTST +0 +0=0
FXAM +0 C3=1;C2=C1=Co=0
-0 C3=C1=1;C2=Co=0
FSCALE +0 scaled by —co o]
+0 scaled by +o Invalid Operation
+0 scaled by X o
FXTRACT +0 ST = +0,ST(1) = o,
-0 Zero divide

ST =-0,ST(1) = —o,
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Table 7-8. Zero Operands and Results (Contd.)
Operation Operands Result
Zero divide
FPTAN +0 Co
FSIN (or SIN result of FSINCOS) +0 Co
FCOS (or COS result of FSINCOS) | +0 +1
FPATAN 0 ++X Co
+0+-X Cm
=X + 0 #1172
+0 ++0 Co
+0+-0 Cm
400 + +0 +102
—o0 + +0 -T2
+0 ++ o Co
0+ - )
F2XM1 +0 +0
-0 -0
FYL2X +Y x log(+0) Zero Divide
+0 x log(+0) Invalid Operation
FYL2XP1 +Y x log(+0+1) o
-Y xlog(x0+1) -0
NOTES:
X and Ydenote nonzero positive operands
1 When extreme underflow denormalizes the result to zero.
2 Sign determined by rounding mode: + for nearest, up, or chop, — for down
3 When 0 < X < 1 and rounding mode is not up.
4 When -1 < X < 0 and rounding mode is not down.
* Sign of original zero operand.
# Sign of original X operand.

—# Complement of sign of original X operand.
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Table 7-9. Infinity Operands and Results

Operation Operands Result
FLD,FBLD +oo0 o
FST,FSTP,FRNDINT +oo0 o
FCHS +00 —00
—0 +00
FABS +oo +00
Addition +00 plus +co +00
—oo plus —co -0
+00 plus —co Invalid Operation
—oo plus +co Invalid Operation
+oo plus £X o
+X plus +oo o
Subtraction +00 minus —co +o0
—co MiNUS +oo -0
+c0 MiNUS +oo Invalid Operation
—co Minus —oo Invalid Operation
+oo Minus *X ko
+X minus oo [
Multiplication +00 X too 00
+oo X Y, £Y X *oo )
+oo X Y, £Y X *oo )
+0 X oo, oo X 0 Invalid Operation
Division +o0 + +oo Invalid Operation
+o0 + £X 0
+X + oo 0
FPREM,FPREM1 +00 rem oo Invalid Operation
+oo rem £X Invalid Operation
+X rem oo $X,Q0=0
FSQRT —co Invalid Operation
+o00 +o00
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Table 7-9. Infinity Operands and Results (Contd.)

Operation Operands Result
Compare +00 ;400 +00 = 400
—o0 : —00 —00 = —00
+00 : —00 +00> —00
—00  +00 —00 < +00
+o0 1 £X +o0 > X
—00 : £X -0 < X
+X : +oo X < +o00
+X 1 -0 X > +o0
+o00 +00 >0
FTST —00 —o0 <0
FSCALE +o0 scaled by —oo Invalid Operation
+oo scaled by +oo Lo
+o0 scaled by +X [oo
+0 scaled by —co +01
+0 scaled by « Invalid Operation
+Y scaled by +co #oo
+Y scaled by —co #0
FXTRACT +00 ST = O, ST(1) = +w
FXAM +00 C0=C2=1,C1=C3=0
-0 C0=C1=C2=1;C3=0
FPATAN oo + X 2
1Y + +oo #0
Y + -0 #TT
+00 + +00 L4
+oo+ —00 [3r/4
+o0 + +0 2
+0 + +oo +0
+0 + —o0 +1T
-0 + +oo -0
-0+ - -t
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Table 7-9. Operands and Results (Contd.)

Operation Operands Result
F2XM1 +00 +00
—00 -1
FYL2X +o0 X log (1) Invalid Operation
+o0 x log (X>1) ko
+o0 x log (0<X<1) (o
+Y % log (+) #oo
+0 x log (+) Invalid Operation
+Y % log (—) Invalid Operation
FYL2XP1 +o0 x log (1) Invalid Operation
+o0 x log (X>0) o
+o0 x log (o
(—1<X<0) #oo
+Y % log (+) Invalid Operation
+0 x log (+) Invalid Operation
+Y % log (—)
NOTES:
X Zero or nonzero, positive, finite operand
Y Nonzero positive, finite operand
* Sign of original infinity operand.
—* Complement of sign of original infinity operand
$ Sign of original operand.
# Sign of the original Y operand.
1 Sign of original zero operand.

7.1.4. NaN (Not-a-Number)

A NaN (Not a Number) is a member of a class of special values that exists in the real format
only. A NaN has an exponent of 11..11B, may have either sign, and may have any
significand except J00..00B, which is assigned to the infinities. A NaN in a register is
taggedspecial.

There are two classes of NaN: signaling (SNaN) and quiet (QNaN). Among the QNaNs, the
valuereal indefiniteis of special interest.
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7.1.4.1. SIGNALING NaNs

A signaling NaN is a NaN that has a zero as the most significant bit of its fraction. The rest
of the significand may be set to any value. RiRdJ never generates a signaling NaN as a
result; however, it recognizes signaling NaNs when they appear as operands. Arithmetic
operations (as defined at the beginning of this chapter) on a signaling NaN cause an invalid-
operation exception (except for load operations from the stack, FXCH, FCHS, and FABS).

By unmasking the invalid operation exception, the programmer can use signaling NaNs to
trap to the exception handler. The generality of this approach and the large number of NaN
values that are available provide the sophisticated programmer with a tool that can be applied
to a variety of special situations.

For example, a compiler could use signaling NaNs as references to uninitialized (real) array
elements. The compiler could preinitialize each array element with a signaling NaN whose
significand contained the index (relative position) of the element. If an application program
attempted to access an element that it had not initialized, it would use the NaN placed there
by the compiler. If the invalid operation exception were unmasked, an interrupt would occur,
and the exception handler would be invoked. The exception handler could determine which
element had been accessed, since the operand address field of the exception pointers would
point to the NaN, and the NaN would contain the index number of the array element.

7.1.4.2. QUIET NaNs

A quiet NaN is a NaN that has a one as the most significant bit of its significand. The
processor creates the quiet Nadhl indefinite (defined below) as its default response to
certain exceptional conditions. The processor may derive other QNaNs by converting an
SNaN. The processor converts a SNaN by setting the most significant bit of its significand to
one, thereby generating a QNaN. The remaining bits of the significand are not changed,;
therefore, diagnostic information that may be stored in these bits of the SNaN is propagated
into the QNaN.

The processor will generate the special QNadd) indefinite,as its masked response to an
invalid operation exception. This NaN is signed negative; its significand is encqded 1
100..00. All other NaNs represent values created by programmers or derived from values
created by programmers.

Both quiet and signaling NaNs are supportedliroperations. AQNaN is generated as the
masked response for invalid-operation exceptions and as the result of an operation in which
at least one of the operands is a QNaN. The processor applies the rules shown in Table 7-10
when generating a QNaN.
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Table 7-10. Rules for Generating QNaNs

Operation Action

Real operation on an SNaN and a QNaN. Deliver the QNaN operand.

Real operation on two SNaNs. Deliver the QNaN that results from converting the
SNaN that has the larger significand.

Real operation on two QNaNs. Deliver the QNaN that has the larger significand.

Real operation on an SNaN and another number. Deliver the QNaN that results from converting the
SNaN.

Real operation on a QNaN and another number. Deliver the QNaN.

Invalid operation that does not involve NaNs. Deliver the default QNaN real indefinite.

Note that handling of a QNaN operand has greater priorityahaxceptions except certain
invalid-operation exceptions (refer to the section "Exception Priority" in this chapter).

Quiet NaNs could be used, for example, to speed up debugging. In its early testing phase,
program often contains multiple errors. An exception handler could be written to save
diagnostic information in memory whenever it was invoked. After storing the diagnostic

data, it could supply a quiet NaN as the result of the erroneous instruction, and that Nal
could point to its associated diagnostic area in memory. The program would then continue
creating a different NaN for each error. When the program ended, the NaN results could b
used to access the diagnostic data saved at the time the errors occurred. Many errors cot
thus be diagnosed and corrected in one test run.

In embedded applications which use computed results in further computations, an undetecte
QNaN can invalidatall subsequent results. Such applications should therefore periodically
check for QNaNs and provide a recovery mechanism to be used if a QNaN result is detected

7.1.5. Indefinite

For each numeric data type, one unique encoding is reserved for representing the speci
valueindefinite The processor produces this encoding as its response to a masked invalid
operation exception.

In the case of reals, tledefinitevalue is a QNaN as discussed in the prior section.

Packed decimaihdefinite may be stored with a FBSTP instruction; attempting to use this
encoding in a FBLD instruction, however, will have an undefined result; itfdefinite
cannot be loaded from a packed decimal integer.
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In the binary integers, the same encoding may represent diidhefinite or the largest
negative number supported by the formatlé—,2—231, or —263). The processor will store this
encoding as its masked response to an invalid operation, or when the value in a source
register represents or rounds to the largest negative integer representable by the destination.
In situations where its origin may be ambiguous, the invalid-operation exception flag can be
examined to see if the value was produced by an exception response. When this encoding is
loaded or used by an integer arithmetic or compare operation, it is always interpreted as a
negative number; thug)definitecannot be loaded from a binary integer.

7.1.6. Encoding of Data Types

Table 7-2 through Table 7-5 show how each of the special values just described is encoded
for each of the numeric data types. In these tables, the least-significant bits are shown to the
right and are stored in the lowest memory addresses. The sign bit is always the left-most bit
of the highest-addressed byte.

7.1.6.1. UNSUPPORTED FORMATS

The extended format permits many bit patterns that do not fall into any of the previously
mentioned categories. TableError! Bookmark not defined. shows these unsupported
formats. Some of these encodings were supported by the Intel287 math coprocessor;
however, most of them are not supported by the Intel387 math coprocessor, Intel486
processor, and Pentium processor FPUs. These chargesquired due to changes made in

the final version of IEEE Std 754 that eliminated these data types.

The categories of encodings formerly known as pseudo-NaNs, pseudoinfinities, and
unnormal numbers are not supported. The Intel387 math coprocessor, Intel486 processor and
Pentium processor FPU's raise the invalid-operation exception wheartheyncountered as
operands.

The encodings formerly known as pseudodenormal numbers are not generated by the
Pentium processor; however, they are correctly utilized when encountered as operands. The
exponent is treated as if it were 00..01 and the mantissa is unchanged. The denormal
exception is raised.

7.1.7. Numeric Exceptions

The FPUcan recognize six classes of numeric exception conditions while executing numeric
instructions:
1. | — Invalid operation
O Stack fault
O |IEEE standard invalid operation
2. Z0 Divide-by-zero
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DO Denormalized operand
OO Numeric overflow

UO Numeric underflow

PO Inexact result (precision)

o gk W

7.1.8. Handling Numeric Exceptions
When numeric exceptions occur, the processor takes one of two possible courses of action:

® The FPU can itself handle the exception, producing the most reasonable result anc
allowing numeric program execution to continue undisturbed.

® A software exception handler can be invoked to handle the exception.

Each of the six exception conditions described above has a corresponding flag bit in the FP!
status word and a mask bit in tiU control word. If an exception is masked (the
corresponding mask bit in the control word = 1), the processor takes an appropriate defau
action and continues with the computation. If the exception is unmasked (mask = 0), ¢
software exception handler is invoked immediately before execution of the next WAIT or a
floating-point instruction other than FNINIT, FNCLEX, FNSTSW, FNSTSW AX, FNSTCW,
FNSTENV, FNSAVE. Depending on the value of the NE bit of the CRO control register, the
exception handler is invoked either (NE = 1) through interrupt vector 16 or (NE = 0) through
an external interrupt.

Note that when exceptions are masked,RR&) may detect multiple exceptions in a single
instruction, because it continues executing the instruction after performing its masked
response. For example, th€U coulddetect a denormalized operand, perform its masked
response to this exception, and then detect an underflow.

7.1.8.1. AUTOMATIC EXCEPTION HANDLING

The processor has a default fix-up activity for every possible exception condition it may
encounter. These masked-exception responses are designed to be safe and are gener
acceptable for most numeric applications.

As an example of how even severe exceptions can be handled safely and automatically usir
the default exception responses, consider a calculation of the parallel resistance of sever
values using only the standard formula (Figure 7-1). If R1 becomes zero, the circuit
resistance becomes zero. With the divide-by-zero and precision exceptions masked, tr
processor will produce the correct result.
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W3 w3 a3

EQUIVALENT RESISTANCE =

—_—t —t —

Ry R2 R3

APM8

Figure 7-1. Arithmetic Example Using Infinity

By masking or unmasking specific numeric exceptions in HERU control word,
programmers can delegate responsibility for most exceptions to the processor, reserving the
most severe exceptions for programmed exception handlers. Exception-handling software is
often difficult to write, and the masked responses have been tailored to deliver the most
reasonable result for each condition. For the majority of applications, masdkageptions

yields satisfactory results with the least programming effort. Certain exceptions can usefully
be left unmasked during the debugging phase of software development, and then masked
when the clean software is actually run. An invalid-operation exception for example,
typically indicates a program error that must be corrected.

The exception flags in thEPU status word provide a cumulative record of exceptiuais

have occurred since these flags were last cleared. Once set, these flags can be cleared only by
executing the FCLEX (clear exceptions) instruction, by reinitializing=the with FINIT, or

by overwriting the flags with an FRSTOR or FLDENV instruction. This allows a
programmer to mask all exceptions, run a calculation, and then inspect thevstatus see

if any exceptions were detected at any point in the calculation.

7.1.8.2. SOFTWARE EXCEPTION HANDLING

If the Pentium processor and Intel486 procesddt) encounters an unmasked exception
condition, a software exception handler is invoked immediately before execution of the next
WAIT or non-control floating-point instruction. The exception handler is invoked either

7-20



]
Intel ® SPECIAL COMPUTATIONAL SITUATIONS

through interrupt vector 16 or through an external interrupt, depending on the value of the
NE bit of the CRO control register.

If NE = 1, an unmasked floating-point exception results in interrupt 16, immediately before
the execution of the next non-control floating-point or WAIT instruction. Interrupt 16 is an
operating-system call that invokes the exception handler. Chapter 14 contains a gener:
discussion of exceptions and interrupts.

If NE = 0 (and the IGNNE# input is inactive), an unmasked floating-point exception causes
the processor to freeze immediately before executing the next non-control floating-point or
WAIT instruction. The frozen processor waits for an external interrupt, which must be
supplied by external hardware in response to the FERR# output of the processor. (Regardle
of the value of NE, an unmasked numerical exception causes the FERR# output to b
activated.) In this case, the external interrupt invokes the exception-handling routine. If NE =
0 but the IGNNE# input is active, the processor disregards the exception and continues. Errc
reporting via external interrupt is supported f0©S compatibility. Chapter 23 contains
further discussion of compatibility issues.

If the Intel387 math coprocess®PX encounters an unmasked exception condition, it
signals the exception to the Intel386 CPU using the ERROR# status line between the tw
processors. See Chapter 23 for differences in FPU exception handling.

The exception-handling routine is normally a part of the systems software. The routine mus

clear (or disable) the active exception flags inFR&J status word before executing any FP

instructions that cannot complete execution when there is a pending FP exception. Otherwis

the FP instruction will trigger thEPU interruptagain, and the system will be caught in an

endless loop. In any event, the routine must clear (or disable) the active exception flags in th

FPU status word after handlinigem, and before IRET(D). Typical exception responses may

include:

®* Incrementing an exception counter for later display or printing

® Printing or displaying diagnostic information (e.g., the FPU environment and registers)

® Aborting further execution, or using the exception pointers to build an instruction that
will run without exception and executing it

Applications programmers should consult their operating system's reference manuals for th
appropriate system response to numerical exceptions. For systems programmers, some detz
on writing software exception handlers are provided in Chapter 14.

7.1.9. Invalid Operation

This exception may occur in response to two general classes of operations:

1. Stack operations
2. Arithmetic operations
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The stack flag (SF) of the status word indicates which class of operation caused the
exception. When SF is 1 a stack operation has resulted in stack overflow or underflow; when
SF is 0, an arithmetic instruction has encountered an invalid operand.

7.1.9.1. STACK EXCEPTION

When SF is 1, indicating a stack operation, the O/U# bit of the condition code (bit C1)
distinguishes between stack overflow and underflow as follows:

O/U#=1 Stack overflow—an instruction attempted to push down a nonempty stack
location.
O/U#=0 Stack underflow—an instruction attempted to read an operand from an

empty stack location.

When the invalid-operation exception is masked,RR& returnghe QNaNindefinite. This
value overwrites the destination register, destroying its original contents.

When the invalid-operation exception is not masked, an exception handler is invoked. TOP is
not changed, and the source operands remain unaffected.

7.1.9.2. INVALID ARITHMETIC OPERATION

This class includes the invalid operations defined in IEEE Std 854.FPhk reports an
invalid operation in any of the cases shown in Tabtarér! Bookmark not defined. . Also

shown in this table are tHePU's responses when the invalid exception is masked. When
unmasked, an exception handler is invoked, and the operands remain unaltered. An invalid
operation generally indicates a program error.

Table 7-11. Masked Responses to Invalid Operations

Condition Masked Response

Any arithmetic operation on an unsupported format. Return the QNaN indefinite.

Any arithmetic operation on a signaling NaN. Return a QNaN (refer to the section “Rules for
Generating QNaNs”).

Compare and test operations: one or both operands | Set condition codes “not comparable.”
is a NaN.

Addition of opposite-signed infinities or subtraction of | Return the QNaN indefinite.
like-signed infinities.

Multiplication: e x 0; or 0 X co. Return the QNaN indefinite.
Division: o + o0; or 0 + 0. Return the QNaN indefinite.
Remainder instructions FPREM, FPREM1 when Return the QNaN indefinite; set C, = 0.

modulus (divisor) is zero or dividend is c.

Trigonometric instructions FCOS, FPTAN, FSIN, Return the QNaN indefinite; set C, = 0.
FSINCOS when argument is .
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Table 7-11. Masked Responses to Invalid Operations (Contd.)

Condition Masked Response

FSQRT of negative operand (except FSQRT Return the QNaN indefinite.
(-0) = -0), FYL2X of negative operand (except
FYL2X (-0) = —0), FYL2XP1 of operand more
negative than —1.

FBSTP instruction when source register is empty, a | Store packed decimal indefinite.
NaN, o, or exceeds 18 decimal digits.

FXCH instruction when one or both registers are Change empty registers to the QNaN indefinite and
tagged empty. then perform exchange.

7.1.10. Division by Zero

If an instruction attempts to divide a finite nonzero operand by zerd;Rbewill report a
zero-divide exception. This is possible for F(I)DIV(R)(P) as well as the other instructions that
perform division internally: FYL2X and FXTRACT. The masked response~BiV is to

return an infinity signed with the exclusive OR of the sign of the two oper&ds2X
returns an infinity signed with the opposite sign of the non-zero operand. For FXTRACT,
ST(1) is set to ee; ST is set to zero with the same sign as the original operand. If the divide-
by-zero exception is unmasked, an exception handler is invoked; the operands remai
unaltered.

7.1.11. Denormal Operand

If an arithmetic instruction attempts to operate on a denormal operanéPtheeports the

denormal-operand exception. Denormal operands may have reduced significance due to lo
low-order bits, therefore it may be advisable in certain applications to preclude operations ol
these operands. This can be accomplished by an exception handler that responds to unmasil
denormal operand exceptions. Most users will mask this exception so that computation ma
proceed; any loss of accuracy will be analyzed by the user when the final result is delivered.

When this exception is masked, tRBU setgshe DE-bit in the status word, then proceeds
with the instruction. Gradual underflow and denormal numbers will produce results at least
as good as, and often better than what could be obtained from a machine that flushe
underflows to zero. In fact, a denormal operand in single- or double-precision format will be
normalized to the extended-real format when loaded into the FPU. Subsequent operatior
will benefit from the additional precision of the extended-real format used internally.

When this exception is not masked, the DE-bit is set and the exception handler is invoked
The operands are not changed by the instruction and are available for inspection by th
exception handler.
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The Pentium processor FPU, Intel486 processor FPU, and Intel387 math coprocessors handle
denormal values differently than the 8087 and Intel287 math coprocessors. This change is

due to revisions in the IEEE standard before being approved. The difference in operation

occurs when the denormal exception is masked. The Pentium processor FPU, Intel486

processor FPU, and Intel387 math coprocessors will automatically normalize denormals. The

8087 and Intel287 math coprocessors will generate a denormal result.

The difference in denormal handling is usually not an issue. The denormal operand exception
is normally masked for the Intel387 math coprocessor, Intel486 processor, and Pentium
processor FPUs. For programs that also run on an Intel287 math coprocessor, the denormal
exception is often unmasked and an exception handler is provided to normalize any denormal
values. Such an exception handler is redundant for the Pentium processor, Intel486 processor
and Intel387 DX math coprocessor FPUs. The default exception handler should be used. See
Chapter 23 for more information on the handling of exceptions by the various Intel
architectures.

A program can detect at run time whether it is running on a Pentium processor, Intel486
processor, or Intel387 math coprocessBt) orthe older 8087/Intel287 math coprocessors.

See Chapter 5 for example code sequences to determine the presence of 8087/Intel287 and
Intel387 math coprocessors, as well as processor type. This example can be used to
selectively mask the denormal exception for Intel387 DX math coprocessor, Intel486
processor or Pentium processor FPUs. A denormal exception handler should also be provided
to support 8087/Intel287 math coprocessors. This code example can also be used to set a flag
to allow use of new instructions added to the Intel387 math coprocessor, Intel486 processor,
and Pentium processor FPUs beyond the instructions of the 8087/Intel287 math coprocessors.

7.1.12. Numeric Overflow and Underflow

If the exponent of a numeric result is too large for the destination real format, the FPU
signals a numeric overflow. Conversely, if the exponent of a result is too small to be
represented in the destination format, a numeric underflow is signaled. If either of these
exceptions occur, the result of the operation is outside the range of the destination real
format.

Typical algorithms are most likely to produce extremely large and small numbers in the
calculation of intermediate, rather than final, results. Because of the great range of the
extended-precision format, overflow and underflow are relatively rare events in most
numerical applications.

7.1.12.1. OVERFLOW

The overflow exception can occur whenever the rounded true result would exceed in
magnitude the largest finite number in the destination format. The exception can occur in the
execution of most of the arithmetic instructions and in some of the conversion instructions;
namely, FST(P), F()ADD(P), F()SUB(R)(P), F()MUL(P), FDIV(R)(P), FSCALE, FYL2X,

and FYL2XP1.
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The response to an overflow condition depends on whether the overflow exception is
masked:

Overflow exception masked. The value returned depends on the rounding mode a:
Table 7-12 illustrates.

Overflow exception not masked. The unmasked response depends on whether th
instruction is supposed to store the result on the stack or in memory:

O

If the destination is the stack, then true result is divided?b%’2and rounded. (The

bias 24,576 is equal to 8 213) The significand is rounded to the appropriate
precision (according to the precision control (PC) bit of the control word, for those
instructions controlled by PC, otherwise to extended precision). The roundup bit
(C1) of the status word is set if the significand was rounded upward. The biasing of
the exponent by 24,576 normally translates the number as nearly as possible to th
middle of the exponent range so that, if desired, it can be used in subsequent scale
operations with less risk of causing further exceptions. With the instruction
FSCALE, however, it can happen that the result is too large and overflows even after
biasing. In this case, the unmasked response is exactly the same as the maske
round-to-nearest response, namely * infinity. The intention of this feature is to
ensure the trap handler will discover that a translation of the exponent by —24574
would not work correctly without obliging the programmer of Decimal-to-Binary or
Exponential functions to determine which trap handler, if any, should be invoked.

If the destination is memory (this can occur only with the store instructions), then no
result is stored in memory. Instead, the operand is left intact in the stack. Because
the data in the stack is in extended-precision format, the exception handler has the
option either of reexecuting the store instruction after proper adjustment of the
operand or of rounding the significand on the stack to the destination's precision as
the standard requires. The exception handler should ultimately store a value into the
destination location in memory if the program is to continue.

Table 7-12. Masked Overflow Results

Rounding Mode Sign of True Result Result

To nearest + +00
_ —00

Toward —co + Largest finite positive number
_ —00

Toward +co + +00

- Largest finite negative number

Toward zero + Largest finite positive number

- Largest finite negative number
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7.1.12.2. UNDERFLOW

Underflow can occur in the execution of the instructions FSTRRPD(P), FSUB(RP),
FMUL(P), F(I)DIV(RP), FSCALE, FPREM(1), FPTAN, FSIN, FSINCOS, FPATAN,
F2XM1, FYL2X, and FYL2XP1.

Two related events contribute to underflow:

1. Creation of a tiny (denormal) result which, because it is so small, may cause some other
exception later (such as overflow upon division).

2. Creation of an inexact result; i.e., the delivered result differs from what would have been
computed were both the exponent range and precision unbounded.

Which of these events triggers the underflow exception depends on whether the underflow
exception is masked:

1. Underflow exception masked. The underflow exception is signaled when the result is
both tiny and inexact.

2. Underflow exception not masked. The underflow exception is signaled when the result is
tiny, regardless of inexactness.

The response to an underflow exception also depends on whether the exception is masked:

1. Masked response. The result is denormal or zero. The precision exception is also
triggered.

2. Unmasked response. The unmasked response depends on whether the instruction is
supposed to store the result on the stack or in memory.

O If the destination is the stack, then the true result is multiplied 2by"2and
rounded. (The bias 24,576 is equal tx 213) The significand is rounded to the
appropriate precision (according to the precision control (PC) bit of the control
word, for those instructions controlled by PC, otherwise to extended precision). The
roundup bit (C1) of the status word is set if the significand was rounded upward.

The biasing of the exponent by 24,576 normally translates the number as nearly as
possible to the middle of the exponent range so that, if desired, it can be used in
subsequent scaled operations with less risk of causing further exceptions. With the
instruction FSCALE, however, it can happen that the result is too tiny and
underflows even after biasing. In this case, the unmasked response is exactly the
same as the masked round-to-nearest response, namely +0. The intention of this
feature is to ensure the trap handler will discover that a translation by +24576 would
not work correctly without obliging the programmer of Decimal-to-Binary or
Exponential functions to determine which trap handler, if any, should be invoked.

O If the destination is memory (this can occur only with the store instructions), then no
result is stored in memory. Instead, the operand is left intact in the stack. Because
the data in the stack is in extended-precision format, the exception handler has the
option either of reexecuting the store instruction after proper adjustment of the
operand or of rounding the significand on the stack to the destination's precision as
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the standard requires. The exception handler should ultimately store a value into the
destination location in memory if the program is to continue.

7.1.13. Inexact (Precision)

This exception condition occurs if the result of an operation is not exactly representable ir
the destination format. For example, the fraction 1/3 cannot be precisely represented i
binary form. This exception occurs frequently and indicates that some (generally acceptable
accuracy has been lost.

By their nature, the transcendental instructions cause the inexact exception for their cor
cases. This means that some special cases where results are represented exactly v
nonetheless cause the inexact exception, e.g. arguments intehioy are integer powers of

2. Table 7-13 lists the core cases for each of the transcendental instructions.

Table 7-13. Transcendental Core Ranges

Instruction Core Range

FSIN lo]<2%

FCOS |9 <25

FSINCOS |6 <25

FPTAN lo]<2%

FPATAN no restriction

F2XM1 -1<X<1

FYL2X* X>0

FYL2XP1* —(1-(V2/2))<ST<v2-1
NOTES: For these 2-operand instructions, Y should be normal for the core cases.

The C1 (roundup) bit of the status word indicates whether the inexact result was rounded u
(C1=1) or chopped (C1 = 0).

The inexact exception accompanies the underflow exception when there is also a loss ¢
accuracy. When underflow is masked, the underflow exception is signaled only when there i
a loss of accuracy; therefore the precision flag is always set as well. When underflow is
unmasked, there may or may not have been a loss of accuracy; the precision bit indicate
which is the case.

This exception is provided for applications that need to perform exact arithmetidvimdly.
applications will mask this exception. Tké&U deliverghe rounded or over/underflowed
result to the destination, regardless of whether a trap occurs.
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7.1.14. Exception Priority

The processor deals with exceptions according to a predetermined precedence. Precedence in
exception handling means that higher-priority exceptions are flagged and results are
delivered according to the requirements of that exception. Lower-priority exceptions may not
be flagged even if they occur. For example, dividing an SNaN by zero causes an invalid-
operand exception (due to the SNaN) and not a zero-divide exception; the masked result is
the QNaNreal indefinite note. A denormal or inexact (precision) exception, however, can
accompany a numeric underflow or overflow exception.

The precedence among numeric exceptions is as follows:

1. Invalid operation exception, subdivided as follows:
a. Stack underflow.
b. Stack overflow.
c. Operand of unsupported format.
d. SNaN operand.

2. QNaN operand. Though this is not an exception, if one operand is a QNaN, dealing with
it has precedence over lower-priority exceptions. For example, a QNaN divided by zero
results in a QNaN, not a zero-divide exception.

3. Any other invalid-operation exception not mentioned above or zero divide.

4. Denormal operand. If masked, then instruction execution continues, and a lower-priority
exception can occur as well.

5. Numeric overflow and underflow. Inexact result (precision) can be flagged as well.
6. Inexact result (precision).

7.1.15. Standard Underflow/Overflow Exception Handler

As long as the underflow and overflow exceptions are masked, no additional software is
required to cause the output of the processor to conform to the requirements of IEEE Std 854.
When unmasked, these exceptions give the exception handler an additional option in the case
of store instructions. No result is stored in memory; instead, the operand is left intact on the
stack. The handler may round the significand of the operand on the stack to the destination's
precision as the standard requires, or it may adjust the operand and reexecute the faulting
instruction.
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CHAPTER 8
NUMERIC PROGRAMMING EXAMPLES

The following sections contain examples of numeric programs written in ASM386/486.
These examples are intended to illustrate some of the techniques useful for programmin
numeric applications.

8.1. CONDITIONAL BRANCHING EXAMPLE

As discussed earlier, several numeric instructions post their results to the condition code bit
of the FPU status word. Although theaee many ways to implement conditional branching
following a comparison, the basic approach is as follows:

® Execute the comparison.

® Store the status word. (The FPU status word can be stored directly into AX register.)

® Inspect the condition code bits.

¢ Jump on the result.

Example 8-1 is a code fragment that illustrates how two memory-resident double-format rea
numbers might be compared (similar code could be used with the FTST instruction). The
numbers are called A and B, and the comparison is A to B.

Example 8-1. Conditional Branching for Compares

B DQ *?
FLD A : LOAD A ONTO TOP OF FPU STACK
FCOMPB : COMPARE A;B POP A
FSTSWAX : STORE RESULT TO AX REGISTER

; CPU AX REGISTER CONTAINS CONDITION CODES
; (RESULTS OF COMPARE)
; LOAD CONDITION CODES INTO FLAGS

SAHF

; USE CONDITONAL JUMPS TO DETERMINE ORDERING OF ATO B
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JP A_B_UNORDERED ; TEST C2 (PF)

JB A_LESS : TEST CO (CF)

JE A_EQUAL . TEST C3 (ZF)
A_GREATER: ; CO(CF)=0,C3(ZF)=0
A_EQUAL : : CO(CF)1,C3(ZF)=0
A_LESS : CD(CF)=1,C3(ZF)=0

A_B_UNORDERED: . C2(PF) =1

The comparison itself requires loading A onto the top ofRRE register stack and then
comparing it to B, while popping the stack with the same instruction. The status word is then
written into the AX register.

A and B have four possible orderings, and bits C3, C2, and CO of the condition code indicate
which ordering holds. These bits are positioned in the upper byte BPlestatus word so

as to correspond to the zero, parity, and carry flags (ZF, PF, and CF), when the byte is
written into the flags. The code fragment sets ZF, PF, and CF of the EFLAGS register to the
values of C3, C2, and CO of tHePU status word, and then uslks conditional jump
instructions to test the flags. The resulting code is extremely compact, requiring only seven
instructions.

The FXAM instruction updatesll four condition code bits. ExampBe2 shows how a jump

table can be used to determine the characteristics of the value examined. The jump table
(FXAM_TBL) is initialized to contain the 32-bit displacement of 16 labels, one for each
possible condition code setting. Note that four of the table entries contain the same value,
"EMPTY." The first two condition code settings correspond to "EMPTY." The two other
table entries that contain "EMPTY" will never be used on the 32-bit processors with
integrated FPU othe Intel387 math coprocessor, but may be used if the code is executed
with an Intel287 math coprocessor.

Example 8-2. Conditional Branching for FXAM
; JUMP TABLE FOR EXAMINE ROUTINE
FXAM-TBL DD POSS_UNNORM, POS NAN, NEG_UNNORN, NEG_NAN,
& POS_NORM, POS_INFINITY, NEG_NORM,

& NEG_NFINITY, POS_ZERO, EMPTY, NEG_ZERO
& EMPTY, POS_DENORM, EMPTY, NEG_DENORM, EMPTY
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; EXAMINE ST AND STORE RESULT (CONDITION CODES)
FXAM
XOR EAX, EAX ; CLEAR EAX
FSTSWAX

; CALCULATE OFFSET INTO JUMP TABLE

AND AX, 01000111000000008 - CLEAR ALL BITS EXCEPT C3,
C2-COo

SHR EAX, 6 : SHIFT C2-CO INTO PLACE
(000XXX00)

SAL AH, 5 : POSITION C3 (00X00000)

OR AL, AH : DROP C3 IN ADJACENT TO C2

(00XXXX00)
XOR AH, AH : CLEAR OUT THE OLD COPY OF

c3
: JUMP TO THE ROUTINE ' ADDRESSED' BY CONDITION CODE
IJMP FXAM_TBL[EAX]

; HERE ARE THE JUMP TARGETS, ONE TO HANDLE
; EACH POSSIBLE RESULT OF FXAM

POS_UNNORM:
POS_NAM:
NEG_UNNOM:
NEG_NAM:
POS_NORM:
POS_INFINITY
NEG_NORM:
NEG_INFINITY:
POS_ZERO:
EMPTY:

NEG_ZERO:
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POS_DENORM:
NEG_DENORM:

The program fragment performs thRXAM and stores the status word. It then manipulates
the condition code bits to finally produce a number in register AX that equals the condition
code times 2. This involves zeroing the unused bits in the byte that contains the code, shifting
C3 to the right so that it is adjacent to C2, and then shifting the code to multiply it by 2. The
resulting value is used as an index that selects one of the displacements from FXAM_TBL
(the multiplication of the condition code is required because of the 2-byte length of each
value in FXAM_TBL). The unconditionalMP instruction effectively vectors through the
jump table to the labeled routine that contains code (not shown in the example) to process
each possible result of the FXAM instruction.

8.2. EXCEPTION HANDLING EXAMPLES

There are many approaches to writing exception handlers. One useful technique is to
consider the exception handler procedure as consisting of "prologue,” "body," and "epilogue"
sections of code. This procedure is invoked via interrupt number 16.

In the transfer of control to the exception handler due to an INTR, NMI, or SMI, interrupts
have been disabled by hardware. The prologue performs all functions that must be protected
from possible interruption by higher-priority sources. Typically, this involves saving registers
and transferring diagnostic information from tiéU to memory. Whethe critical
processing has been completed, the prologue may re-enable interrupts to allow higher-
priority interrupt handlers to preempt the exception handler. The standard "prologue" not
only saves the registers and transfers diagnostic information frofPteto memory but

also clears the FP exception flags in the status word. Alternatively, when it is not necessary
for the handler to be re-entrant, another technique may also be used. In this technique, the
exception flags are not cleared in the "prologue" and the body of the handler must not
contain any FP instructions that cannot complete execution when there is a pending FP
exception. Please refer to section 6.3.7 where these instructions are classified. Note that the
handler must still clear the exception flag(s) before executing the IRET. If the exception
handler uses neither of these techniques the system will be caught in an endless loop.

The body of the exception handler examines the diagnostic information and makes a
response that is necessarily application-dependent. This response may range from halting
execution, to displaying a message, to attempting to repair the problem and proceed with
normal execution.

The epilogue essentially reverses the actions of the prologue, restoring the processor so that
normal execution can be resumed. The epilogue matdbad an unmasked exception flag
into the FPU or another exception will be requested immediately.

The following code examples show the ASM386/486 coding of three skeleton exception
handlers. They show how prologues and epilogues can be written for various situations, but
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provide comments indicating only where the application dependent exception handling body
should be placed.

The first two are very similar; their only substantial difference is their choice of instructions
to save and restore the FPU. The tradeoff here is between the increased diagnost
information provided by FNSAVE anithe faster execution of FNSTENV. For applications
that are sensitive to interrupt latency or that do not need to examine register contents
FNSTENV reduces the duration of the "critical region," during which the processor does not
recognize another interrupt request.

After the exception handler body, the epilogues prepare the processor to resume executic
from the point of interruption (i.e., the instruction following the one that generated the
unmasked exception). Notice that the exception flags in the memory image that is loaded int
the FPU are cleared to zero prior to reloading (in fact, in these examples, the entire statu:
word image is cleared).

Example 8-3 and Example 8-4 assume that the exception handler itself will not cause a
unmasked exception. Where this is a possibility, the general approach shown in Example 8-
can be employed. The basic technique is to save th&RWI state and then to load a new
control word in the prologue. Note that considerable care should be taken when designing a
exception handler of this type to prevent the handler from being reentered endlessly.

Example 8-3. Full-State Exception Handler
SAVE_ALL PROC

; SAVE REGISTERS, ALLOCATE STACK SPACE
; FOR FPU STATE IMAGE
PUSH EBP

MOV EBP, ESP
SUB ESP, 108
:SAVE FULL FPU STATE, ENABLE INTERRUPTS
FNSAVE [EBP-108]
STI

; APPLICATION-DEPENDENT EXCEPTION HANDLING
; CODE GOES HERE

; CLEAR EXCEPTION FLAGS IN STATUS WORD

; (WHICH IS IN MEMORY)

; RESTORE MODIFIED STATE IMAGE
MOV BYTE PTR [EBP-104], OH
FRSTOR [EBP-108]

; DEALLOCATE STACK SPACE, RESTORE REGISTERS
MOV ESP, EBP
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POP EBP

; RETURN TO INTERRUPTED CALCULATION
IRET
SAVE_ALL ENDP

Example 8-4. Reduced-Latency Exception Handler

SAVE_ENVIRONMENT PROC

; SAVE REGISTERS, ALLOCATE STACK SPACE
; FOR FPU ENVIRONMENT

PUSH EBP
MOV EBP, ESP
SUB ESP, 28

:SAVE ENVIRONMENT, ENABLE INTERRUPTS
FNSTENV  .[EBP-28]
STI

; APPLICATION-DEPENDENT EXCEPTION HANDLING
; CODE GOES HERE

; CLEAR EXCEPTION FLAGS IN STATUS WORD
; (WHICH IS IN MEMORY)
; RESTORE MODIFIED ENVIRONEMNT IMAGE

MOV BYTE PTR [EBP-24], OH
FLDENV [EBP-28]

: DEALLOCATE STACK SPACE, RESTORE REGISTERS
MOV ESP, EBP
POP EBP

; RETURN TO INTERRUPTED CALCULATION
IRET

SAVE_ENVRIONEMNT ENDP

Example 8-5. Reentrant Exception Handler

LOCAL_CONTROL DW ? ; ASSUME INITIALIZED
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REENTRANT PROC

; SAVE REGISTERS, ALLOCATE STACK SPACE
; FOR FPU STATE IMAGE

PUSH EBP
MOV EBP, ESP
SUB ESP, 108

; SAVE STATE, LOAD NEW CONTROL WORD,
; ENABLE INTERRUPTS

FNSAVE [EBP-108]
FLDCW LOCAL_CONTROL
STI

; APPLICATION-DEPENDENT EXCEPTION HANDLING

; CODE GOES HERE

; AN UNMASKED EXCEPTION GENERATED HERE WILL

; CAUSE THE EXCEPTION HANDLER TO BE REENTERED.

; IF LOCAL STORAGE IS NEEDED, IT MUST BE ALLOCATED
; ON THE STACK.

; CLEAR EXCEPTION FLAGS IN STATUS WORD
; (WHICH IS IN MEMORY)
; RESTORE MODIFIED STATE IMAGE

MOV BYTE PTR [EBP-104], OH
FRSTOR [EBP-108]

: DEALLOCATE STACK SPACE, RESTORE REGISTERS
MOV ESP, EBP
POP EBP

; RETURN TO POINT OF INTERRUPTION
IRET
REENTRANT ENDP

8.3. FLOATING POINT TO ASCII CONVERSION EXAMPLES

Numeric programs must typically format their results at some point for presentation and
inspection by the program user. In many cases, numeric results are forma#&Chs
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strings for printing or display. This example shows how floating-point vabzes be
converted to decimal ASCII character strings. Example 8-6 was developed using Intel's
assemblers. Modification will need to be made to meet the requirements of other vendor's
assemblers or their interface to high level languages.

Shortness, speed, and accuracy were chosen rather than providing the maximum number of
significant digits possible. An attempt is made to keep integers in their own domain to avoid
unnecessary conversion errors.

Using the extended precision real number format, this routine achieves a worst case accuracy
of three units in the 16th decimal position for a noninteger value or integers greater than
10'8 This is double precision accuracy. With values having decimal exponents less than 100
in magnitude, the accuracy is one unit in the 17th decimal position.

Higher precision can be achieved with greater care in programming, larger program size, and
lower performance.

Example 8-6. Floating Point to ASCII Conversion Routine

SOURCE

+1 $title ("Convert a floating point number to ASCII")

name floating_to_ascil
public floating_to_ascii
extrn get_power_10:near, tos_status:near

1

; This subroutine will convert the floating point

; number in the top of the NPX stack to an ASCII

; string and separate power of 10 scaling value

; (in binary). The maximum width of the ASCII string

; formed is controlled by a parameter which must be

; >1. Unnormal values, denormal values, and pseudo

; zeros will be correctly converted. However,

; unnormals and pseudo zeros are no longer supported
; formats on the Intel486 processor in conformance with
; the IEEE floating point standard) and hence

; not generated internally. A returned value will

; indicate how many binary bits of precision were lost

; in an unnormal or denormal value. The magnitude

; (in terms of binary power) of a psuedo zero will also

; be indicated. Integers less than 10**18 in magnitude

; are accurately converted if the destination ASCII

; string field is wide enough to hold all the digits.

; Otherwise the value is converted to scientific notation.
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; The status of the conversion is indentified by the

1

: return value, it can be:

0 Conversion complete, string size is defined

1 invalid arguments

2 exact integer conversion, string_size is defined
3 indefinite

4 + NAN (Not A Number)

5- NAN

6 + Infinity

7 - Infinity

8 pseudo zero found, string_size is defined

The PLM-386/486 calling convention is:

floating_to_ascii:
procedure (number, denormal_ptr,string_ptr, size_ptr,
field_size, power_ptr) word external:
declare (denormal_ptr, string_ptr, size_ptr)
pointer;
declare field_size word,
string_size based size_ptr word;
declare number real;
declare denormal integer based denormal_ptr;
declare power integer based power_ptr;
end floating_to_ascii;

; The floating point value is expected to be

; on the top of the FPU stack. This subroutine

; expects 3 free entries on the FPU stack and

; will pop the passed value off when done. The

; generated ASCII string will have a leading

; character either '-' or '+' indicating the sign

; of the value. The ASCII decimal digits will

; immediately follow. The numeric value of the

; ASCII string is (ASCIl STRING.)*10 power. If

; the given number was zero, the ASCII string will
; contain a sign and a single zero character. The
; value string_size indicates the total length of

; ASCII string including the sign character.

; String(0) will always hold the sign. It is

; possible for string_size to be less than

; field_size. This occurs for zeroes of integer

; values. A psuedo zero will return a special

: return code. The denormal count will indicate

; the power of two originally associated with the
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; value. The power of ten and ASCII string will
; be as if the value was an ordinary zero.

; This subroutine is accurate up to a maximum of

; 18 decimal digits for integers. Integer values

; will have a decimal power of zero associated

; with the item. For non-integers, the result will be

; accurate to within 2 decimal digits of the 16th

; decimal place(double precision). The exponeniate
; instruction is also used for scaling the value into

; the range acceptable for the BCD data type. The

; rounding mode in effect on entry to the
; subroutine is used for the conversion.

; The following registers are not transparent:

; eax ebx edx esi edi eflags

; Define the stack layout.

ebp_save
es_save
return_ptr
power_ptr
field_size
size_ptr
string_ptr
denormal_ptr

parms_size
&
&

equ
equ
equ
equ
equ
equ

equ

equ

; Define Constants used

BCD DIGITS
WORD_SIZE
BCD_SIZE
MINUS

NAN

INFINITY
INDEFINITE
PSUDO-ZERO
INVALID
ZERO

8-10

equ
equ
equ

equ
equ
equ

dword ptr [ebp]
ebp_save + size ebp_save

equ

18
4
10
equ
equ
6
3
8
equ
equ

es_save + size es_save
return_ptr + size return_ptr

power_ptr + size power_ptr
field_size + size field_size

size_ptr + size size_ptr
string_ptr + size string_ptr

size power_ptr + size field_size +

size size_ptr + size string_ptr +

size denormal_ptr

; humber of digits in bcd_value

1
4

: Define return values
: The exact values chosen

; here are important. They must
; correspond to the possible return
: values and be in the same numeric

-2
-4

; order as tested by the program.



]
Intel® NUMERIC PROGRAMMING EXAMPLES

DENORMAL equ -6
UNNORMAL equ -8
NORMAL equ O
EXACT equ 2

1

; Define layout of temporary storage area.

1

power_two equ word ptr [EBP - WORD_SIZE]
bcd_value equ thyte ptr power_two - BCD_SIZE
bcd_byte equ byte ptr bed_value

fraction equ bcd_value

local_size equ size power_two + size bcd_value

1

; Allocate stack space for the temporaries so
; the stack will be big enough

stack stackseg (local_size+6) ; allocate stack
; space for locals
code segment public er

extrn power_table:qword

;Constants used by this function

even ; Optimize for 16 bits
const10 dw ; Adjustment value for
; too big BCD

; Convert the C3,C2, C1, CO encoding from tos_status
; into meaningful bit flags and values.

status_table db UNNORMAL, NAN, UNNORMAL + MINUS,
& NAN + MINUS, NORMAL, INFINITY,

& NORMAL + MINUS, INFINITY + MINUS,

& ZERO, INVALID, ZERO + MINUS, INVALID,

& DENORMAL, INVALID, DENORMAL + MINUS, INVALID
floating_to_ascii proc

call tos_status ; Look at status of ST(0)
; Get descriptor from table
movzxeax, staus_table[eax]

cmp al, INVALID ; Look for empty ST(0)
jne not_empty

8-11



NUMERIC PROGRAMMING EXAMPLES

; ST(0) is empty! Return the status value.
ret parms_size

1

; Remove infinity from stack and exit.

found_infinity:
fstp st(0) ; OK to leave fstp running
jmp  short exit_proc

; String space is too small

; Return invalid code.

small_string:

mov al,INVALID
exit_proc:
leave ; Restore stack setup
pop es
ret parms_size

; ST(0) is NAN or indefinite. Store the
; value in memory and look at the fraction
; field to separate indefinite from an ordinary NAN.

NAN_or_indefinite:

fstp fraction ; remove value from stack
; for examination
test al, MINUS ; Look at sign bit
fwait ; Insure store is done
jz  exit_proc ; Can't be indefinite if positive

mov  ebx,0C0000000H ; Match against upper 32 bits of fraction

; Compare bits 63-32
sub  ebx, dword ptr fraction + 4

; Bits 31-0 must be zero
or ebx, dword ptr fraction
jnz  exit_proc

; Set return value for idefinite value
mov al, INDEFINITE
jmp  exit_proc

; Allocate stack space for local variables
; and establish parameter addressability.

)
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not_empty:
push es
enterlocal_size, 0

; check for enough string space
mov  ecx, field_size
cmp  ecx, 2
jl - small_string
dec ecx
; See if string is too large for BCD

cmp ecx,BCD_DIGITS
jbe size_ok

; Else set maximum string size
mov ecx, BCD_DIGITS

size_ok:
cmp alINFINITY

; Return status value for + or - inf

jge  found_infinity
cmp al, NAN
jge  NAN_or_indefinite

NUMERIC PROGRAMMING EXAMPLES

; Save working register

; Setup stack addressing

;adjust for sign character

;Look for infinity

; Look for NAN INDEFINITE

; Set default return values and check that

; the number is normalized.
fabs
only

has true sign of

edx,edx
edi, denormal_ptr
[edi], dx
ebx, power_ptr
[ebx], dx
dl, al
d, 1
dl, EXACT
cmp al, ZERO
jae convert_integer
fstp fraction
fwait
mov

xor
mov
mov
mov
mov
mov
and

add

al, bcd_byte +7

;use positive value
; sign bitin al
; value
; form O constant

; zero denormal count

; zero power of ten value

; Test for zero
; skip power code if value is zero
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or byte ptr bcd_byte +7, 80h
fld fraction

fxtract

test al, 80h

jnz  normal_value

fldl
fsub
ftst
fstswax
sahf
jnz  set_unnormal_count

1

; Found a psuedo zero
fldig2

estimate
add dl, PSUEDO_ZERO - EXACT
fmulpst(2), st
fxch
fistpword ptr [ebx]
jmp  convert_integer

; set power of ten

set_unnormal_count:
fxtract

fxch
fchs
fistpword ptr [edi] ; set unnormal count

; Calculate the decimal magnitude associated
; with this number to within one order. This

;. error will always be inevitable due to

; rounding and lost precision. As a result,

; we will deliberately fail to consider the

; LOG10 of the fraction value in calculating

; the order. Since the fraction will always
;be 1 <=f<2,its LOG10 will not change

; the basic accuracy of the function. To

; get the decimal order of magnitude, simply
; multiply the power of two by LOG10(2) and
; truncate the result to an integer.

normal_value:
fstp fraction

8-14
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fist power_two ; Save power of two
fldig2 ; Get LOG10(2)
; Power_two is now safe
to use
fmul ; Form LOG10(of exponent of
number)

fistpword ptr [ebx] ; Any rounding mode will work here
; Check if the magnitude of the number rules
; out treating it is an integer.
; CX has the maximum number of decimal digits
; allowed.
fwait ; Wait for power-ten to be
valid

; Get power of ten of value
movsxsi, word ptr [ebx]
sub  esi, ecx ; Form scaling factor necessary in ax
ja adjust_result  ; Jump if number will not fit

; The number is between 1 and 10**(field_size).

; Testif it is an integer.

fild power_two ; Restore original number

sub dl, NORMAL_EXACT ; Convert to exact return value
fld fraction
fscale ; Form full value, this
; is safe here
fst  st(1) ; Copy value for compare
frndint ; Test if its an integer
fcomp ; Compare values
fstswax ; Save status
sahf ; C3=1 implies it was an integer

jnz  convert_integer

fstp st(0) ; Remove non integer value
add dl, NORMAL_EXACT ; Restore original return

; Scale the number to within the range allowed

; by the BCD format. The scaling operation should
; produce a number within one decimal order of

; magnitude of the largest decimal number

; representative within the given string width.

)

; The scaling power of ten value is in si.
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adjust_result:
mov  eax,esi ; Setup for pow10
mov  word ptr [ebx], ax  ; Set initial power

; of ten
return value
neg eax ; Subtract one for each
order of
; magnitude
the value is scaled by
call get_power_10 ; Scaling factor is returned
as
; exponent
and fraction
fld fraction ; Get fraction
fmul ; Combine
fractions
mov  esi, ecx ; Form power of ten of the
maximum
shl  esi, 3 ; BCD value to fitin
; the string
fild power_two ; combine powers of two
faddpst(2),st
fscale ; Form full value
; exponent
was safe
fstp st(1) ; remove exponent

; Test the adjusted value against a table

; of exact powers of ten. The combined errors

; of the magnitude estimate and power function
; can result in a value one order of magnitude

; too small or too large to fit correctly in

; the BCD field. To handle this problem, pretest
; the adjusted value, if it is too small or

; large, then adjust it by ten and adjust the

; power of ten value.

test_power:

; compare against exact power entry. Use the next
; entry since cx has been decremenated by one

fcom power_table[esi]+type power_table

fstswax ; No wait is necessary
sahf ;1f C3 =C0 =0 then
jb  test_for_small ; too big
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fdiv const10 ; Else adjust value
and dl, not EXACT ; Remove exact flag

inc  word ptr [ebx] ; Adjust power of ten value

jmp shortin_range ; Convert the value to a BCD

; integer
test_for_small:
fcom power_table[esi]; Test relative size
fstswax ; No wait is nessesary
sahf ; If CO =0 then
7 st(0) >=
lower_bound
jc in_range ; Convert the value to a
; BCD integer
fimulconst10 ; Adjust value into range
dec word ptr [ebx] ; Adjust power of ten value
in_range:
frndint ; Form integer value
; Assert: 0 <= TOS <= 999,999,999,999,999,999
; The TOS number will be exactly representable
; in 18 digit BCD format.
convert_integer:
fbstpbcd_value ; Store as BCD format number
; While the store BCD runs, setup registers
; for the conversion to ASCII.
mov esi, BCD_SIZE-2 ; Initial BCD index value
mov  cx, OFO4h ; Set shift count and mask
mov ebx, 1 ; Set initial size of ASCII
; Field for sign
mov edi, string_ptr ; Get address of start of
; ASCII string
mov ax,ds ; Copy ds to es
mov  es, ax
cld ; Set autoincrement mode
mov al, '+ ; Clear sign field
test dl, MINUS ; Look for negative value
jz positive_result
mov al, '~
positive_result:
stosb ; Bump string pointer
; past sign

and dl, not MINUS ; Turn off sign bit
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fwait ; Wait for fbstp to finish
;Register usage:
; ah: BCD byte value in use
; al: ASCII character value
; dx: Return value
; ch: BCD mask = OFh
; cl: BCD shift count = 4
; ebx: ASCII string field width
; esi: BCD field index
; edi: ASCII string field pointer
; ds,es: ASCII string segment base

;Remove leading zereos from the number.

skip_leading_zeroes:

mov ah, bcd_byte[esi] ; Get BCD byte
mov al,ah ; Copy value
shr al,cl ; Get high order digit
and al, OFh ; Set zero flag
jnz enter_odd ; Exit loop if leading
; non zero found
mov al, ah ; Get BCD byte again
and al, Ofh ; Get low order digit
jnz enter_even ; Exit loop if non zero
; digit found
dec esi ; Decrement BCD index
jns skip_leading_zeroes
; The significand was all zeroes.
mov al, '0' ; Set initial zero
stosb
inc ebx ; Bump string length
jmp short exit_with_value
; Now expand the BCD string into digit
; per byte values 0-9.
digit_loop:
mov ah,bcd_byte[esi] ; Get BCD byte
mov al,ah
shr al,cl ; Get high order digit
enter_odd:
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add al,'0’ : Convert to ASCII
stosh ; Put digit into ASCII
; string area

mov al,ah ; Get low order digit

and al,0Fh

inc  ebx ; Bump field size counter
enter_even:

add al,'0’ ; Convert to ASCII

stosb ; Put digit into ASCII
area

inc  ebx ; Bump field size counter

dec esi ; Go to next BCD byte

jns  digit_loop
; Conversion complete. set the string
; size and reminder.
exit_with_value:
mov  edi,size_ptr
mov  word ptr [edi],bx
mov  eax,edx ; set return value
jmp  exit_proc

floating_to_ascii endp
code ends
end

+ 1 $title(calculate the value of 10**eax)
; This subroutine will calculate the

; value of 10**eax. For values of

; 0 <= eax <19, the result will exact.

; All registers are transparent

; and results are returned on the TOS

; as two numbers, exponent in st(1) and
; fraction is st(0). The exponent value

; can be larger than the largest

; exponent of an extended real format

: number. Three stack entries are used.

)

name get_power 10
public get_power_10, power_table

stack stackseg 8

code segment public er

)
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: Use exact values from 1.0 to 1e18.
even ; optimize 16 bit access
power_table dq 1.0,1e,1e2,1e3
dq le4,1e5,1e6,1e7
dqg 1e8,1e9,1e10,1e11
dg lel?, 1el3, 1lel4,1e15
dg 1el16,1el7, 1el8

get_power_10 proc

cmp eax,18
ax <19
ja out_of_range

fld power_table[eax*8] ; Get exact value
fxtract
power

fraction
ret
leave fxtract running
; Calculate the value using the
; exponentiate instruction. The following
; relations are used:
; 10**x= 2**(log2(10)*x)
; 2**(|+F) = 2**' * 2**':
; if st(1) - | and st(0) = 2**F then
; fscale produces 2**(I+F)

out_of-range:
fldi2t

LOG2(10)
enter4,0

; Save power of 10 value, P
mov  [edp-4], eax

; TOS,X= LOG2(10)*P = LOG2(10**P)
fimul dword ptrledp-4]

fld1l
1.0

fchs

fld  st(1) ;
value

8-20

; Test for 0 <=

; Separate
;and

; OK to

; TOS =

; Set TOS =

Copy power



intgl.

base two
frndint
inf<l<=x

I is an integer
Rounding mode does

matter
fxch st(2)
st(1) =1.0

fsub st,st(2)
<TOS<=1.0

; Restore original rounding control
pop eax
fx2m1
2**(F) - 1.0
leave
stack
fsubr
2**(':)
ret
leave fsubr running

get_power_10 endp

code ends
end

+1 $Title(Determine TOS register contents)

; This subroutine will return a value
; from 0-15 in eax corresponding
; to the contents of FPU TOS. All
; registers are transparent and no
; errors are possible. The return
; value corresponds to c3,c2,c1,c0
; of FXAM instuction.
name tos_status
public tos_status

NUMERIC PROGRAMMING EXAMPLES

1in
;TOS =1: -
: where
; not
; TOS =X,
; st(2)
i TOS,F=x-1:
0 -1.0
; TOS =
; Restore
; Form
; OK'to

8-21



]
NUMERIC PROGRAMMING EXAMPLES Intel®

stackstackseg 6
code segment public er

tos_status proc

fxam ; Get status of TOS register
fstswax ; Get current status

mov al,ah : Put bits 10-8 into bits 2-0

and eax,4007h : Mask out bits ¢3,c2,c1,c0

shr ah, 3 : Put bits ¢3 into bit 11

or al, ah : Put ¢3 into bit 3

mov ah, 0 ; Clear return value

ret

tos_status endp

code ends
end

8.3.1. Function Partitioning

Three separate modules implement the conversion. Most of the work of the conversion is
done in the module FLOATING__TO_ASCII. The other modules are provided separately,
because they have a more general use. One of them, GET_POWER_10, is also used by the
ASCIl to floating-point conversion routine. The other small module, TOS_STATUS,
identifies what, if anything, is in the top of the numeric register stack.

8.3.2. Exception Considerations

Care is taken inside the function to avoid generating exceptions. Any possible numeric value
is accepted. The only possible exception is insufficient space on the numeric register stack.

The value passed in the numeric stack is checked for existence, type (NaN or infinity), and
status (denormal, zero, sign). The string size is tested for a minimum and maximum value. If
the top of the register stack is empty, or the string size is too small, the function returns with
an error code.

Overflow and underflow is avoided inside the function for very large or very small numbers.

8.3.3. Special Instructions

The functions demonstrate the operation of several numeric instructions, different data types,
and precision control. Shown are instructions for automatic conversion to BCD, calculating
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the value of 10 raised to an integer value, establishing and maintaining concurrency, dat
synchronization, and use of directed rounding on the FPU.

Without the extended precision data type and built-in exponential function, the double
precision accuracy of this function could not be attained with the size and speedudime
example.

The function relies on the numeric BCD data type for conversion from binary floating-point
to decimal. It is not difficult to unpack the BCD digits into separate ASCII decimal digits.
The major work involves scaling the floating-point value to the comparatively limited range
of BCD values. To print a 9-digit result requires accurately scaling the given value to an
integer between foand 16. For example, the number +0.123456789 requires a scaling
factor of 18 to produce the value +123456789.0, which can be stored in 9 BCD digits. The
scale factor must be an exact power of 10 to avoid changing any of the printed digit values.

These routines should exactly convert all values exactly representable in decimal in the fiel
size given. Integer values that fit in the given string size are not be scaled, but directly store
into the BCD form. Noninteger values exactly representable in decimal within the string size
limits are also exactly converted. For example, 0.125 is exactly representable in binary o
decimal. To convert this floating-point value to decimal, the scaling factor is 1000, resulting
in 125. When scaling a value, the function must keep track of where the decimal point lies ir
the final decimal value.

8.3.4. Description of Operation

Converting a floating-point number to decimal ASCII takes three major steps: identifying the
magnitude of the number, scaling it for the BCD data type, and converting the BCD data type
to a decimal ASCII string.

Identifying the magnitude of the result requires finding the value X such that the number is
represented by * 10%, where 1.G< | < 10.0. Scaling the number requires multiplying it by a
scaling factor 18 so that the result is an integer requiring no more decimal digits than
provided for in the ASCII string.

Once scaled, the numeric rounding modes and BCD conversion put the number in a forn
easy to convert to decimal ASCII by host software.

Implementing each of these three steps requires attention to detail. To begin with, not al
floating-point values have a numeric meaning. Values such as infinity, indefinite, or NaN
may be encountered by the conversion routine. The conversion routine should recogniz
these values and identify them uniquely.

Special cases of numeric values also exist. Denormals have numeric values, but should
recognized because they indicate that precision was lost during some earlier calculations.

Once it has been determined that the number has a numeric value, and it is normalize
(setting appropriate denormal flags, if necessary, to indicate this to the calling program), the
value must be scaled to the BCD range.
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8.3.5. Scaling the Value

To scale the number, its magnitude must be determined. It is sufficient to calculate the
magnitude to an accuracy of 1 unit, or within a factor of 10 of the required value. After
scaling the number, a check is made to see if the result falls in the range expected. If not, the
result can be adjusted one decimal order of magnitude up or down. The adjustment test after
the scaling is necessary due to inevitable inaccuracies in the scaling value.

Because the magnitude estimate for the scale factor need only be close, a fast technique is
used. The magnitude is estimated by multiplying the power of 2, the unbiased floating-point
exponent, associated with the number by dgRounding the result to an integer produces

an estimate of sufficient accuracy. Ignoring the fraction value can introduce a maximum
error of 0.32 in the result.

Using the magnitude of the value and size of the number string, the scaling factor can be
calculated. Calculating the scaling factor is the most inaccurate operation of the conversion
process. The relation Ag2(x109:10) s ysed for this function. The exponentiate instruction
F2XM1 is used.

Due to restrictions on the range of values allowed by the F2XM1 instruction, the power of 2
value is split into integer and fraction components. The relafléi2= 2 x 2F allows using

the FSCALE instruction to recombine th& 2alue, calculated through F2XM1, and tHe 2
part.

8.3.5.1. INACCURACY IN SCALING

The inaccuracy in calculating the scale factor arises because of the trailing zeros placed into
the fraction value of the power of two when stripping off the integer valued bits. For each
integer valued bit in the power of 2 value separated from the fraction bits, one bit of
precision is lost in the fraction field due to the zero fill occurring in the least significant bits.

Up to 14 bits may be lost in the fraction because the largest allowed floating-point exponent
value is 2%-1. These bits directly reduce the accuracy of the calculated scale factor, thereby
reducing the accuracy of the scaled value. For numbers in the rang€%falMaximum of

8 bits of precision are lost in the scaling process.

8.3.5.2. AVOIDING UNDERFLOW AND OVERFLOW

The fraction and exponent fields of the number are separated to avoid underflow and
overflow in calculating the scaling values. For example, to scal®*#@o 1C requires a
scaling factor of 1#7°° which cannot be represented by the the Intel FPU's.

By separating the exponent and fraction, the scaling operation involves adding the exponents
separate from multiplying the fractions. The exponent arithmetic involves small integers, all
easily represented by the Intel FPU's.
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8.3.5.3. FINAL ADJUSTMENTS

It is possible that the power function (Get_Power_10) could produce a scaling value such the
it forms a scaled result larger than the ASCII field could allow. For example, scaling
9.9999999999999999 x 10?9OO by 1.00000000000000010x 10788  produces
1.00000000000000009 108, The scale factor is within the accuracy of #RU and the
result is within the conversion accuracy, but it cannot be represented in BCD format. This is
why there is a post-scaling test on the magnitude of the result. The result can be multiplied c
divided by 10, depending on whether the result was too small or too large, respectively.

8.3.6. Output Format

For maximum flexibility in output formats, the position of the decimal point is indicated by a
binary integer called the power value. If the power value is zero, then the decimal point is
assumed to be at the right of the rightmost digit. Power values greater than zero indicate ho
many trailing zeros are not shown. For each unit below zero, move the decimal point to the
left in the string.

The last step of the conversion is storing the result in BCD and indicating where the decima
point lies. The BCD string is then unpacked into ASCII decimal characters. The ASCII sign
is set corresponding to the sign of the original value.

8.4. TRIGONOMETRIC CALCULATION EXAMPLES

In this example, the kinematics of a robot arm is modeled with thed4homogeneous
transformation matrices proposed by Denavit and HartehBer§he translational and
rotational relationships between adjacent links are described with these matrices using the L
H matrix method. For each link, there is a«# homogeneous transformation matrix that
represents the link's coordinate systém &t the joint §;) with respect to the previous link's
coordinate systemJ{4, L_1). The following four geometric quantities completely describe
the motion of any rigid joint/link pairJ{, L), as Figure 8-1 illustrates.

0,= The angular displacement of tReaxis from thex;; axis by rotating around thg ;
axis (anticlockwise).

d= The distance from the origin of the (i"goordinate system along tkg axis to the
X; axis.

a = The distance of the origin of th8 ¢oordinate system from tte; axis along the %
axis.

a;= The angular displacement of theaxis from thez;.; about thex; axis (anticlockwise).

1. Denavit andR.S.Hartenberg, "A Kinematic Notation for Lower-Pair Mechanisms Based on Matride®pplied
Mechanics June 1955, pp. 215-221.

2cs. George Lee, "Robot Arm Kinematics, Dynamics, and ContielEE ComputerDec. 1982.
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Figure 8-1. Relationships Between Adjacent Joints

The D-H transformation matriA: _ 4 for adjacent coordinate frames (from jqinto joint is
calculated as follows:

A — 1= Tz,d>< TZ,G x Tx,ax T

| X,a
where:
T,4 represents a translation along the axis
T.e represents a rotation of an@ebout thez;_; axis
Txa represents a translation along #exis
Tya represents a rotation of angleabout thex; axis
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|:|cosei —cosqg; sing;  sing; sinG; cos6;

[]

_ Sin 6, cosa; cos®,  —sina; cosB;  sin®,

i _ D | | | | | | D

o |:| 0 sinq; cosq; of |:|
|:| 0 0 0 1 |:|

The composite homogeneous maffixwhich represents the position and orientation of the
joint/link pair with respect to the base system is obtained by successively multiplying the D-
H transformation matrices for adjacent coordinate frames.

A

Example 8-7 illustrates how the transformation process can be accomplished using th
floating-point capabilities of the Intel architectures. The program consists of two major
procedures. The first procedure TRANS_PROC is used to calculate the elements in each D-
matrix, A,_, The second procedure MATRIXMUL_PROC finds the product of two
successive D-H matrices.

i 1 2 i
TO=AO><A1>< ...><Ai_1

Example 8-7. Robot Arm Kinematics Example

NAME ROT_MATRIX_CAL

; This example illustrates the use

; of the Intel486 O floating point
; instuctions, in paticular, the

; FSINCOS function which gives both

: the SIN and COS values.

; The program calculates the

; composite matrix for base to end-

; effector transformation.

; Only the kinematics is considered in

; this example.

; If the composite matrix mentioned above
; is given by:

tIn=A1 X A2 ... X An

; T1n is found by successively calling

; trans_proc and matrixmul_proc until

; all matrices have been exhausted.

; trans_proc calculates entries in each
;i A(AL,...,An) while matrixmul_proc

; performs the matrix multiplication for
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; Ai and Ai+1. matrixmul_proc in turn
; calls matrix_row and matrix_elem to
; do the multiplication.

; Define stack space
trans_stack stackseg 400

: Define the matrix structure for
: 4x4 transformational matrices

a_matrix struc
all dq
al2 dq
al3 dqg
al4 dq
a2l dq
a22 dq
a23 dg
a24 dq
a3l dq
a32 dg
a33 dqg
a34 dg
a4l dq
a42 dq
a43 dq
a44 dq

W 5NN Y
0

= O OO
jun piiben i Bien

a_matrix ends

; Assume One joint in the storage

; allocation and hence for

; two seats of parameters; however,
; more joints are possible

alp_deg struc
alpha_degldd ?
alpha_deg2dd ?
alp_deg ends

tht_deg struc

theta_deg dd ?
tht_deg ends
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a_array struc

Al dd ?
A2 dd ?

A_array ends

D_array struc

D1 dq ?
D2 dq ?

D_array ends

; trans-data is the data segment

1

trans_data segment rw public

Amx a_matrix<>
Bmx a_matrix<>
Tmx a _marix<>

ALPHA_DEG alp_deg<>
THETA_DEG tht_deg<>
A_VECTOR A_array<>
D_VECTOR D_array<>

ZERO dd 0
d180 dd 180
NUM_JOINT equ 1
NUM_ROW equ 4
NUM_COL equ 4
REVERSE db 1h

trans_data ends

assume ds:trans_data, es:trans_data

; Trans code contains the procedures
; for calculating matrix elements and
; matrix multiplications

trans_code segment er publlic
trans_proc proc far

; Calculate alpha and theta in radians
; from their values in degrees

fldpi
fdiv d180

NUMERIC PROGRAMMING EXAMPLES

8-29



NUMERIC PROGRAMMING EXAMPLES

; Duplicate pi/180
fld st(0)

fmul qword ptr ALPHA_DEG[ecx*8]
fxch st(1)
fmul qword ptr THETA_DEG[ecx*8]

; theta(radians) in ST and
; alpha(radians) in ST(1)

; Calculate matrix elements

; all = cos theta

; al2 = -cos alpha * sin thet
; al3 = sin alpha * sin theta
; ald = A *cos theta

; a2l = sin theta

; @22 = cos alpha * cos theta
; @23 = sin alpha * cos theta
;a24 = A * sin theta

; a32 = sin alpha

; a33 = cos alpha

;a34=D
;a3l=a4l1=a2=a43=0.0
;ad44 =1

; ebx contains the offset for the matrix

fsincos ; cos theta in ST
; sin theta inst(1)

fld st(0) ; duplicate cos theta

fst [ebx].all ; cos theta in all

fmul gqword ptr A_VECTOR[ecx*8]

fstp [ebx].al4 ; A* cos theta in al4

fxch st(1) ; sin theta in ST

fst [exb].a21 ; sin theta in a2l

fld st ; duplicate sin theta

fmul gword ptr A_VECTOR[ecx*8]

fstp [ebx].a24 ; A * sin theta in a24

fld st(2) ;alphain ST

fsincos ; cos alpha in ST
;sinalpha in ST(1)
;sin theta in ST(2)
;cos theta in ST (3)

fst [ebx].a33 ;cos alpha in a33

fxch st(1) ;sin alpha in ST

fst [ebx].a32 ;sin sin alpha in a32
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fld st(2)

fmul st,st(1)
fstp [ebx].al3
fmul st,st(3)
fchs

fstp [ebx].a23

NUMERIC PROGRAMMING EXAMPLES

:sin theta in ST
;sin alphain ST (1)
;sin alpha * sin theta
:stored in a 13a
;costheta * sin alpha
;cos theta * sin alpha
;stored in a23

fld st(2) ;cos theta in ST
;cos alpha in ST(1)
;sin theta in ST(2)
;cos theta in ST(3)

fmul st,st(1) ;cos theta * cos alpha

fstp [ebx].a22 ;stored in a22

fmul st,st(1) ;cos alpha * sin theta

; To take advantage of parallel operations
; between the IU and FPU
push eax ;save eax
; also move D into a34 in a faster way
mov  eax, dword ptr D_VECTOR[ecx*8]
mov  dword ptr [ebx + 88], eax
mov eax, dword ptr D_VECTOR][ecx * 8 + 4]
mov  dword ptr [ebx + 92], eax

pop eax restore eax
fchs ;cos alpha * sin theta
fstp [ebx].al2 ;stored in al2
;and all nonzero
elements
;have been calculated
ret

trans_proc endp
matrix_elem proc far

; This procedure calculates the dot product of the ith row
; of the first matrix and the jth column of the second
; matrix:

; TIJ where TIJ = sum of Aik x BKkj over k

)

; parameters passed from the calling routine,

; matrix_row:
; ESI = (i-1)*8
; EDI = (j-1)*8
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; local register, EBP = (k-1)*8

push ebp ; save ebp
push ecx ; ecx to be used as a tmp reg
mov ecx, esi ; save it for later indexing

; locating the element in the first matrix, A
imul ecx, NUM_COL : ecx contains offset due
; to preceding rows; the
; offset is from the

beginning

; of the matrix

xor ebp, ebp ; clear ebp, which will be

; used as a temp reg to
index(k)

; across the ith row of the
first

; matrix as well as down the
jth

; column of the second
matrix

; clear Tij for accumulating Aik*BKj
mov dword ptr [edx][edi], ebp
mov  dword ptr [edx][edi+4], ebp

push ecx ; save on stack: esi * num_col =
; the offset of the
beginning of
; the ith row from the
; beginning of the A matrix
NXT_k:
add ecx, ebp ;get to the kth column entry
;of the ith row of the A
matrix

; load Aik into FPU
fld gword ptr [eax][ecX]
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; locating BKj
mov ecx, ebp
imul ecx, NUM_ROW : ecx contains the offset of the

; beginning of
the kth row from
; the beginning
of the B matrix
add ecx, edi ; get to the jth column
; of the kth row
of the B matrix
fmul qword ptr [ebx][ecx] ;Aik & BKj
pop ecx ;esi * num_col in ecx again
push ecx ;also at top of program
stack

; add to the result in the output matrix, Tij
add ecx, edi

; accumulating the sum of Aik * BKj
fadd qgword ptr [edx][ecx]
fstp gword ptr [edx][ecX]

;increment k by 1, i.e., ebp by 8
add ebp, 8

; Has k reached the width of the matrix yet?
cmp  ebp, NUM_COL*8

il NXT_k
; Restore registers
pop ecx ;clear esi_num_col from stack
pop ecx ;restore ecx
pop ebp ;restore ebp
ret

matrix_elem endp

matrix_row proc far
xor edi, edi
,scan across a row

NXT_COL:
call matrix_elem
add edi, 8
cmp  edi, NUM_COL*8
jl NXT_COL
ret
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matrix_row endp

matrixmul_proc proc far

; This procedure does the matrix multiplication by calling
; matrix_row to calculate entries in each row.

1

; The matrix multiplication is performed in the following

; manner,
: Tij = Aik x BKj

; where i and j denote the row and column
; respectively and k is the index for scanning

; across the ith row of the first matrix and

; the jth column of the second matrix.

mov ebp, esp

indexing
mov  edx, dword ptr [ebp+4]
mov  ebx, dword ptr [ebp+8]

mov eax, dword ptr [ebp+12]

; setup esi and edi
; edi points to the column
; esi points to the row

xor esi, esi
NXT_ROW:

call matrix_row

add esi, 8

cmp esi, NUM_ROW?*8

jl NXT_ROW

ret 12
pointers

matrixmul_proc endp

trans_code ends

; Main Program

nnnnnn
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main_code segment er

START:
mov esp, stackstart trans_stack

pushad ;save all registers

; ECX denotes the number of joints where
; number of matrices = NUM_JOINT + 1
; Find the first matrix (from the base of the
; system to the first joint) and call it Bmx
XOr  ecx, ecx ;1st matrix
mov  ebx, offset Bmx
call trans_proc ; is Bmx
inc ecx

NXT_MATRIX:

; From the 2nd matrix and on, it will be stored in Amx.

; The result from the first matrix mult. is stored in

; Tmx but will be accessed as Bmx in the next multiplication.
; As a matter of fact, the roles of Bmx and Tmx alternate in

; successive multiplications. This is achieved by reversing

; the order of the Bmx and Tmx pointers being passed onto the
; program stack. Thus, this is invislbe to the matrix

; mutliplication procedure.

: REVERSE serves as the indicator

; REVERSE = 0 means that the result is to be placed in Tmx

mov ebx, offset Amx ;find Amx
call trans_proc

inc ecx

xor REVERSE, 1h

jnz Bmx_as_Tmx

; No reversing. Bms as the second input
; matrix while Tmx as the output matrix.
push offset Amx
push offset Bmx
push offset Tmx
jmp CONTINUE

; Reversing. Tmx as the second input
; matrix while Bms as the output matrix.
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Bmx_as_Tmx:
push offset Amx
push offset Tmx
push offset Bmx

CONTINUE:
call matrixmul_proc
cmp ecx, NUM_JOINT
jle NXT_MATRIX

; if REVERSE = 1 then the final answer
; will be in Bmx, otherwise in Tmx.

popad
main_code ends

end START, ds:trans_data, ss:trans_stack
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CHAPTER 9
REAL-ADDRESS MODE SYSTEM
ARCHITECTURE

The real-address mode of the Pentium processor runs programs written for the 8086, 808
80186, or 80188 processors, or for the real-address mode of Intel 286, Intel386, or Intel48
processors.

The architecture of the processor in this mode is almost identical to that of the 8086, 8088
80186, and 80188 processors. To a programmer, a 32-bit processor in real-address mo
appears as a high-speed 8086 processor or real-mode Intel 286 processor with extensions
the instruction set and registers. The principal features of this architecture are defined ir
Chapter 3 and Chapter 4.

This chapter discusses certain additional topics which complete the system programmer
view of real-address mode:

® Address formation.

® Interrupt and exception handling.

® Real-address mode exceptions.

For information on input and output both in real-address mode and protected mode, refer t
Chapter 15.

9.1. ADDRESS TRANSLATION

In real-address mode, the processor does not interpret selectors by referring to descriptor
instead, it forms linear addresses as an 8086 processor would. It shifts the selector left k
four bits to form a 20-bit base address. The effective address is extended with four clear bit
in the upper bit positions and added to the base address to create a linear address, as show
Figure 9-1.
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19181716151413121110 9 8 7 6 5 4 3 2 1 0O
BASE | 16-BIT SEGMENT SELECTOR |0 00 O|
+
19181716151413121110 9 8 7 6 5 4 3 2 1 0
OFFSET |0 00 0| 16-BIT EFFECTIVE ADDRESS |
2019 181716151413121110 9 8 7 6 5 4 3 2 1 0
LINEAR |XXXXXXXXXXXXXXXXXXXXX|
ADDRESS
APM69

Figure 9-1. 8086 Address Translation

Because of the possibility of a carry, the resulting linear address may have as many as 21
significant bits. An 8086 program may generate linear addresses anywhere in the range 0 to
10_FFEFH (1 megabyte plus approximately 64K bytes) of the linear address space. (Note,

however, that on the Intel486 and Pentium processors, the A20M# signal can be used in real-
address mode to mask address signal A20, thereby mimicking the 20-bit wrap-around

behavior of the 8086 processor.) Because paging is not available in real-address mode, the
linear address is used as the physical address.

Unlike the 8086 and Intel 286 processors, but like the Intel386 and Intel486 processors, the
Pentium processor can generate 32-bit effective addresses using an address override prefix;
however in real-address mode, the value of a 32-bit address may not exceed 65,535 without
causing an exception. For full compatibility with Intel 286 real-address mode, pseudo-
protection faults (interrupt 12 or 13 with no error code) occur if an effective address is
generated outside the range 0 through 65,535.

9.2. REGISTERS AND INSTRUCTIONS

The register set available in real-address mode includes all the registers defined@0&6the
processor plus the new registers introduced with the Intel386 processor and Intel387
coprocessor: FS, GS, debug registers, control registers, test registers, and floating-point unit
registers. New instructions which explicitly operate on the segment registers FS and GS are
available, and the new segment-override prefixes can be used to cause instructions to use the
FS and GS registers for address calculations.

The instruction codes which generate invalid-opcode exceptions include instructions from
protected mode which move or test protected-mode segment selectors and segment
descriptors, i.e., the VERR, VERW, LAR, LSL, LTR, STR, LLDT, and SLDT instructions.
Programs executing in real-address mode are able to take advantage of the new application-
oriented instructions added to the architecture with the introduction of the 80186, 80188,
Intel 286, Intel386, Intel486, and Pentium processors.
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Unlike the 8086 and Intel 286 processors, but like the Intel386 and Intel486 processors, th
Pentium processor offers an operand-size override prefixe which enables access to 32-k
operands. This prefix should not be used, however, if compatibility with the 8086 or Intel
286 processors is desired.

9.3. INTERRUPT AND EXCEPTION HANDLING

Interrupts and exceptions in real-address mode work much as they do on an 8086 process
Interrupts and exceptions call interrupt procedures through an interrupt tablprotlessor
scales the interrupt or exception identifier by four to obtain an index into the interrupt table.
The entries of the interrupt table are far pointers to the entry points of interrupt or exception
handler procedures. When an interrupt occurs, the processor pushes the current values of 1
CS and IP registers onto the stack, disables interrupts, clears the TF flag, and transfe
control to the location specified in the interrupt table. An IRET instruction at the end of the
handler procedure reverses these steps before returning control to the interrupted procedu
Exceptions do not return error codes in real-address mode.

The primary difference in the interrupt handling of the 32-bit processors in real-address mode
compared to the 8086 processor is that the location and size of the interrupt table depend «
the contents of the IDTR register. Ordinarily, this fact is not apparent to programmers,
because, after reset initialization, the IDTR register contains a base address of 0 and a lim
of 3FFH, which is compatible with the 8086 processor. However, the LIDT instruction can

be used in real-address mode to change the base and limit values in the IDTR register. S
Chapter 9 for details on the IDTR register, and the LIDT and SIDT instructions. If an

interrupt occurs and its entry in the interrupt table is beyond the limit stored in the IDTR
register, a double-fault exception is generated.

9.4. REAL-ADDRESS MODE EXCEPTIONS

The processor reports some exceptions differently when executing in real-address mode the
when executing in protected mode. TablErger! Bookmark not defined. details the real-
address-mode exceptions.
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Table 9-1. Exceptions and Interrupts

intgl.

Source of the

Does the Return Address
Point to the
Instruction Which Caused

Description Vector Exception the Exception?
Divide Error 0 DIV and IDIV instructions yes
Debug 1 Any 1
NMI 2 Nonmaskable Interrupt yes
Breakpoint 3 INT instruction no
Overflow 4 INTO instruction no
Bounds Check 5 BOUND instruction yes
Invalid Opcode 6 Reserved opcodes and improper use yes

of LOCK prefix
Device not available 7 ESC or WAIT instructions yes
Double Fault 8 Interrupt table limit too small, fault yes
occurring while handling another fault
Reserved 9
Invalid Task State 10 JMP, CALL, IRET instructions, yes
Segment® interrupts and exceptions
Segment not present® 11 Any instruction which changes yes
segments
Stack Exception 12 Stack operation crosses address yes
limit (beyond offset FFFFH)
CS, DS, ES, FS, GS 13 Word memory reference beyond yes
Segment Overrun offset FFFFH. An attempt to execute
past the end of CS segment.
Page Fault® 14 Any instruction that references yes
memory
Reserved 15
Floating-Point Error 16 ESC or WAIT instructions yes?
Alignment Check® 17 Any data reference no
Intel Reserved 18-31
Software Interrupt 0-255 INT ninstructions no
Maskable Interrupt 32-255 yes

NOTES:

1. Some debug exceptions point to the faulting instruction, others point to the following instruction. The
exception handler can test the DR6 register to determine which has occurred.

2. Floating-point errors are reported on the first ESC or WAIT instruction after the ESC instruction which

generated the error.

3. Exceptions 10, 11, 14 and 17 do not occur in Real Mode, but are possible in virtual 8086 mode.
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CHAPTER 10

PROTECTED-MODE SYSTEM ARCHITECTURE
OVERVIEW

Many of the architectural features of the processor are used only by system programmer:
This chapter presents an overview of these features. Application programmers may need t
read this chapter, and the following chapters which describe the use of these features, |
order to understand the hardware facilities used by system programmers to create a reliab
and secure environment for application programs. The system-level architecture also suppor
powerful debugging features which application programmers may wish to use during
program development.

The system-level features of the architecture include:

® Memory Management

® Protection

® Multitasking

® Exceptions and Interrupts

¢ Input/Output

® Initialization and Mode Switching
* FPU Management

®* Debugging

® Cache Management

® Multiprocessing

These features are supported by registers and instructions, all of which are introduced in th
following sections. The purpose of this chapter is not to explain each feature in detail, but
rather to place the remaining chapters about protected mode and systems programming
perspective. When a register or instruction is mentioned, it is accompanied by an explanatio
or a reference to a following chapter.

10.1. SYSTEM REGISTERS

The registers intended for use by system programmers fall into these categories:
® EFLAGS Register

* Memory-Management Registers

® Control Registers

® Debug Registers
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The system registers control the execution environment of application progkéoss.
systems restrict access to these facilities by application programs (although systems can be
built where all programs run at the most privileged level, in which case application programs
are allowed to modify these facilities).

10.1.1. System Flags

The system flags of the EFLAGS register control /O, maskable interrupts, debugging, task
switching, and the virtual-8086 mode. An application program should ignore these system
flags, and should not attempt to change their state. In some systems, an attempt to change the
state of a system flag by an application program results in an exception. These flags are
shown in Figure 10-1.

131/30/29/28/27/26/25/24/23/22/21/20/19/18/17/16/15/14/13 12/11/10/9 /8 /7 /6 /5 /4 /3 /2 /1 /0,
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VIP VIRTUAL INTERRUPT PENDING

VIF VIRTUAL INTERRUPT FLAG
AC ALIGNMENT CHECK
VM VIRTUAL 8086 MODE
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IOPL 1/0 PRIVILEGE LEVEL
IF INTERRUPT ENABLE FLAG
TF TRAP FLAG
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Figure 10-1. System Flags

ID (Identification Flag, bit 21)

The ability of a program to set and clear the ID flag indicates that the processor supports the
CPUID instruction. Refer to Chapter 25 for details about CPUID.

VIP (Virtual Interrupt Pending Flag, bit 20)

The VIP flag together with the VIF enable each applications program in a multitasking
environment to have virtualized versions of the system's IF flag. For more on the use of these
flags in virtual-8086 mode and in protected mode, refer to Appendix H.
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VIF (Virtual Interrupt Flag, bit 19)
The VIF is a virtual image of IF (the interrupt flag) used with VIP.

AC (Alignment Check Mode, bit 18)

Setting the AC flag and the AM bit in the CRO register enables alignment checking on
memory references. An alignment-check exception is generated when reference is made to
unaligned operand, such as a word at an odd byte address or a doubleword at an addre
which is not an integral multiple of four. Alignment-check exceptions are generated only in
user mode (privilege level 3). Memory references which default to privilege level 0, such as
segment descriptor loads, do not generate this exception even when caused by a memao
reference in user-mode.

The alignment-check exception can be used to check alignment of data. This is useful whe
exchanging data with other processors, such as théli@tibroprocessor, which require all
data to be aligned. The alignment-check exception can also be used by interpreters to fle
some pointers as special by misaligning the pointer. This eliminates overhead of checking
each pointer and only handles the special pointer when used.

VM (Virtual-8086 Mode, bit 17)

Setting the VM flag places the processor in virtual-8086 mode, which is an emulation of the
programming environment of an 8086 processor. See Chapter 22 for more information.

RF (Resume Flag, bit 16)

The RF flag temporarily disables debug faults so that an instruction can be restarted after
debug fault without immediately causing another debug fault. The debugger sets this flac
with the IRETD instruction when returning to the interrupted program. The RF flag is not
affected by the POPRROPFD orIRET instructions. See Chapter 14 and Chapter 17 for
details.

NT (Nested Task, bit 14)

The processor sets and tests the nested task flag to control chaining of interrupted and calle
tasks. The NT flag affects the operation of the IRET instruction. The NT flag is affected by
the POPFPOPFD, and IRET instructions. Improper changeshe state of this flag can
generate unexpected exceptions in application programs. See Chapter 13 and Chapter 14
more information on nested tasks.

IOPL (I/O Privilege Level, bits 12 and 13)

The 1/O privilege level is used by the protection mechanism to control access to the 1/O
address space. The privilege level of the code segment currently executing (CPL) and th
IOPL determine whether this field can be modified by B@PF, POPFD, and IRET
instructions. See Chapter 15 for more information.
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IF (Interrupt-Enable Flag, bit 9)

Setting the IF flag puts the processor in a mode in which it responds to maskable interrupt
requests (INTR interrupts). Clearing the IF flag disables these interrupts. The IF flag has no
effect on either exceptions or nonmaskable interrupts (NMI interrupts). The CPIOBhd
determine whether this field can be modified by the CLI, $OPF, POPFD, and IRET
instructions. See Chapter 14 for more details about interrupts.

TF (Trap Flag, bit 8)

Setting the TF flag puts the processor into single-step mode for debugging. In this mode, the
processor generates a debug exception after each instruction, which allows a program to be
inspected as it executes each instruction. Single-stepping is just one of several debugging
features of the processor. If an application program sets the TF flag using theFIHHR,

or IRET instructions, a debug exception is generated. See Chapter 14 and Chapter 17 for
more information.

10.1.2. Memory-Management Registers

Four registers of the processor specify the locations of the data structures which control
segmented memory management, as shown in Figure 10-2. Special instructions are provided
for loading and storing these registers. The GDTR and IDTR registers can be loaded with
instructions which get a six-byte block of data from memory. The LDTR and TR registers
can be loaded with instructions which take a 16-bit segment selector as an operand. The
remaining bytes of these registers are then loaded automatically by the processor from the
descriptor referenced by the operand.

SYSTEM ADDRESS REGISTERS

32-BIT LINEAR BASE ADDRESS LIMIT
47 1615 0
GDTR [ ]
IDTR | ]

SYSTEM SEGMENT
REGISTERS

15 0 32-BIT LINEAR BASE ADDRESS ___ 32-BIT SEGMENT LIMIT __ATTRIBUTES
TR [SELECTOR [ | |
LDTR [SELECTOR | | ]

APM65

DESCRIPTOR REGISTERS (AUTOMATICALLY LOADED)

Figure 10-2. Memory Management Registers

Most systems protect the instructions which load memory-management registers from use by
application programs (although a system in which no protection is used is possible).
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GDTR Global Descriptor Table Register

This register holds the 32-bit base address and 16-bit segment limit for the global descripto
table (GDT). When a reference is made to data in memory, a segment selector is used to fir
a segment descriptor in the GDT or LDT. A segment descriptor contains the base address f
a segment. See Chapter 11 for an explanation of segmentation.

LDTR Local Descriptor Table Register

This register holds the 32-bit base address, 32-bit segment limit, descriptor attributes, an
16-bit segment selector for the local descriptor table (LDT). The segment which contains the
LDT has a segment descriptor in the GDT. There is no segment selector for the GDT. Whe
a reference is made to data in memory, a segment selector is used to find a segme
descriptor in the GDT or LDT. A segment descriptor contains the base address for a segmer
See Chapter 11 for an explanation of segmentation.

IDTR Interrupt Descriptor Table Register

This register holds the 32-bit base address and 16-bit segment limit for the interrupt
descriptor table (IDT). When an interrupt occurs, the interrupt vector is used as an index t
get a gate descriptor from this table. The gate descriptor contains a pointer used to start
the interrupt handler. See Chapter 14 for details of the interrupt mechanism.

TR Task Register

This register holds the 32-bit base address, 32-bit segment limit, descriptor attributes, an
16-bit segment selector for the task currently being executed. It references a task stat
segment (TSS) descriptor in the global descriptor table. See Chapter 13 for a description ¢
the multitasking features of the processor.

10.1.3. Control Registers

Figure 10-3 shows the format of the control registers CR0O, CR1, CR2, CR3, antg34.

systems prevent application programs from loading the control registers (although ar
unprotected system would allow this). Application programs can read these registers; fo
example, reading CRO to determine if a numerics coprocessor is present. Forms of the MO
instruction allow these registers to be loaded from or stored in general registers. For example

MOV EAX, CRO
MOV CR3, EBX

Refer to Chapter 16 for a list of the initial values of all these registers.
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Figure 10-3. Control Registers

The CRO register contains system control flags, which control modes or indicate states which
apply generally to the processor, rather than to the execution of an individual task. A
program should not attempt to change any of the reserved bit positions. Reserved bits should
always be set to the value previously read.

PG (Paging, bit 31 of CRO)

This bit enables paging when set and disables paging when clear. See Chapter 11 for more
information about paging. See Chapter 16 for information on how to enable paging.

When an exception is generated during paging, the CR2 register has the 32-bit linear address
which caused the exception. See Chapter 14 for more information about handling exceptions
generated during paging (page faults).

When paging is used, the CR3 register has the 20 most-significant bits of the address of the
page directory (the first-level page table). The CR3 register is also known as the page-
directory base register (PDBR). Note that the page directory must be aligned to a page
boundary, so the low 12 bits of the register are not used as address bits. Unlike the Intel386
DX processor, the Intel486 and Pentium processors assign functions to two of these bits.
These are:

® PCD (Page-Level Cache Disable, bit 4 of CR3)

The state of this bit is driven on the PCD pin during bus cycles which are not paged, such
as interrupt acknowledge cycles, when paging is enabled. It is driven during all bus
cycles when paging is not enabled. The PCD pin is used to control caching in an external
cache on a cycle-by-cycle basis.
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® PWT (Page-Level Writes Transparent, bit 3 of CR3)

The state of this bit is driven on the PWT pin during bus cycles which are not paged,
such as interrupt acknowledge cycles, when paging is enabled. It is driven low during all
bus cycles when paging is not enabled. The PWT pin is used to control write through in
an external cache on a cycle-by-cycle basis.

CD (Cache Disable, bit 30 of CRO)

This bit enables the internal cache fill mechanism when clear and disables it when set. Cact
misses do not cause cache line fills when the bit is set. Note that cache hits are not disable
to completely disable the cache, the cache must be invalidated. See Chapter 18 fc
information on caching.

NW (Not Writethrough, bit 29 of CRO)

This bit enables writethroughs and cache invalidation cycles when clear and disables
invalidation cycles and writethroughs which hit in the cache when set. See Chapter 18 fo
information on caching.

AM (Alignment Mask, bit 18 of CRO0)

This bit allows alignment checking when set and disables alignment checking when clear
Alignment checking is performed only when the AM bit is set, the AC flag is set, and the
CPL is 3 (user mode).

WP (Write Protect, bit 16 of CRO)

When set, this bit write-protects pages against supervisor-level writes. When this bit is clear
read-only pages can be written by a supervisor process. This feature is useful fol
implementing the copy-on-write method of creating a new process (forking) used by some
operating systems, such as UNIX*.

NE (Numeric Error, bit 5 of CRO)

This bit enables the standard mechanism for reporting floating-point numeric errors when set
When NE is clear and the IGNNE# input is active, numeric errors are ignored. When the NE
bit is clear and the IGNNE# input is inactive, a numeric error causes the processor to sto
and wait for an interrupt. The interrupt is generated by using the FERR# pin to drive an inpu
to the interrupt controller (the FERR# pin emulates the ERROR# pin of the Intel287 and
Intel387 DX math coprocessors). The NE bit, IGNNE# pin, and FERR# pin are used with
external logic to implement PC-style error reporting.

ET (Extension Type, bit 4 of CRO)

This bit is one to indicate support of Intel387 DX math coprocessor instructions (on the
Pentium microprocessor, this bit is reserved).
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TS (Task Switched, bit 3 of CRO)

The processor sets the TS bit with every task switch and tests it when interpreting floating-
point arithmetic instructions. This bit allows delaying save/restore of numeric context until
the numeric data is actually used. The CLTS instruction clears this bit.

EM (Emulation, bit 2 of CRO)

When the EM bit is set, execution of a numeric instruction generates the device-not-available
exception. The EM bit must be set when the processor does not have a floating-point unit.

MP (Monitor coProcessor, bit 1 of CRO0)

On the Intel 286 and Intel386 DX processors, the MP bit controls the function of the WAIT
instruction, which is used to synchronize with a coprocessor. When running Intel 286 and
Intel386 DX CPU programs on processors with the Intel486 processor and Pentium processor
FPUs, this bit should be set. The MP bit should be reset in the Intel486 SX CPU.

PE (Protection Enable, bit 0 of CRO)

Setting the PE bit enables segment-level protection. See Chapter 12 for more information
about protection. See Chapter 16 for information on how to enable paging.

The CR4 register contains bits that enable certain architectural extensions. This register is
new with the Pentium microprocessor.

VME (Virtual-8086 Mode Extensions, bit 0 of CR4)

Setting this bit to 1 enables support for a virtual interrupt flag in virtual-8086 mode. This
feature can improve the performance of virtual-8086 applications by eliminating the
overhead of faulting to a virtual-8086 monitor for emulation of certain operations. Refer to
Appendix H for more information on this feature.

PVI (Protected-Mode Virtual Interrupts, bit 1 of CR4)

Setting this bit to 1 enables support for a virtual interrupt flag in protected mode. This feature
can enable some programs designed for execution at privilege level 0 to execute at privilege
level 3. Refer to Appendix H for more information on this feature.

TSD (Time Stamp Disable, bit 2 of CR4)

Setting this bit to 1 makes RDTSC (read from time stamp counter) a privileged instruction.
Refer to Chapter 25 for details on the RDTSC instruction.

DE (Debugging Extensions, bit 3 of CR4)

Setting this bit to 1 enables 1/0O breakpoints. Refer to Chapter 17 for more information on
debugging.
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PSE (Page Size Extensions, bit 4 of CR4)

Setting this bit to 1 enables four-megabyte pages. Refer to Appendix H for information about
this feature.

MCE (Machine Check Enable, bit 6 of CR4)

Setting this bit to 1 enables the machine check exception.

Notes

All new features (VME, PVI, TSD, DE and PSE) in the CPUID feature flag should be
qualified with the CPUID instruction and are model specific.

10.1.4. Debug Registers

The debug registers bring advanced debugging abilities to the processor, including dat
breakpoints and the ability to set instruction breakpoints without modifying code segments
(useful in debugging ROM-based software). Only programs executing at the highest privilege
level can access these registers. See Chapter 17 for a complete description of their forme
and use. The debug registers are shown in Figure 10-4.
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10.2. SYSTEM INSTRUCTIONS

System instructions deal with functions such as:

1. Verfication of pointer parameters (see Chapter 12):

Useful to Protected from
Instruction Description Application? Application?
ARPL Adjust RPL No No
LAR Load Access Rights Yes No
LSL Load Segment Limit Yes No
VERR Verify for Reading Yes No
VERW Verify for Writing Yes No
2. Addressing descriptor tables (see Chapter 11):
Useful to Protected from
Instruction Description Application? Application?
LLDT Load LDT Register No Yes
SLDT Store LDT Register Yes No
LGDT Load GDT Register No Yes
SGDT Store GDT Register No No
3. Multitasking (see Chapter 13):
Useful to Protected from
Instruction Description Application? Application?
LTR Load Task Register No Yes
STR Store Task Register Yes No
4. Floating-point numerics (see Chapter 6):
Useful to Protected from
Instruction Description Application? Application?
CLTS Clear TS bitin CRO No Yes
ESC Escape Instructions Yes No
WAIT Wait Until Coprocessor Not Yes No

Busy
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5. Input and output (see Chapter 15):

intgl.

Useful to Protected from
Instruction Description Application? Application?
IN Input Yes Can be
ouT Output Yes Can be
INS Input String Yes Can be
OUTS Output String Yes Can be
6. Interrupt control (see Chapter 14):
Useful to Protected from
Instruction Description Application? Application?
CLI Clear IF flag Can be Can be
STI Set IF flag Can be Can be
LIDT Load IDT Register No Yes
SIDT Store IDT Register No No
7. Debugging (see Chapter 17):
Useful to Protected from
Instruction Description Application? Application?
MOV Load and store debug No Yes
registers
8. Cache Management (see Chapter 18):
Useful to Protected from
Instruction Description Application? Application?
INVD Invalidate cache, No Yes
no writeback
WBINVD Invalidate cache, No Yes
with writeback
INVLPG Invalidate TLB entry No Yes
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9. System Control:

Useful to Protected from

Instruction Description Application? Application?
SMSW Store MSW Yes No
LMSW Load MSW No Yes
MOV Load And Store Control No Yes

Register
HLT Halt Processor No Yes
LOCK Bus Lock No No
RSM Return from system No Yes

management mode

The SMSW and LMSW instructions are provided for compatibility with the 16-bit
Intel 286 processor. Programs for 32-bit processors such as the Pentium microprocess
should not use these instructions. Instead, they should access the Control Registers usil
forms of theMOV instruction.The LMSW instruction does not affect the PG, CD, NW,
AM, WP, NE or ET bits, and it cannot be used to clear the PE bit.

The HLT instruction stops the processor until an enabled interrupt or RESET signal is
received. (Note that the NMI and SMI interrupts are always enabled.) A special bus
cycle is generated by the processor to indicate halt mode has been entered. Hardwa
may respond to this signal in a number of ways. An indicator light on the front panel
may be turned on. An NMI interrupt for recording diagnostic information may be
generated. Reset initialization may be invoked. Software designers may need to be awal
of the response of hardware to halt mode.

The LOCK instruction prefix is used to invoke a locked (atomic) read-modify-write
operation when modifying a memory operand. The LOCK# signal is asserted and the
processor does not respond to requests for bus control during a locked operation. Thi
mechanism is used to allow reliable communications between processors in
multiprocessor systems.

In addition to the chapters mentioned above, detailed information about each of these
instructions can be found in the instruction reference chapter, Chapter 25.
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CHAPTER 11

PROTECTED-MODE MEMORY MANAGEMENT

Memory management is a hardware mechanism which lets operating systems creat
simplified environments for running programs. For example, when several programs are
running at the same time, they must each be given an independent address space. If they
had to share the same address space, each would have to perform difficult and time
consuming checks to avoid interfering with the others.

Memory management consists of segmentation and paging. Segmentation is used to gi\
each program several independent, protected address spaces. Paging is used to support
environment where large address spaces are simulated using a small amount of RAM ar
some disk storage. System designers can choose to use either or both of these mechanisi
When several programs are running at the same time, either mechanism can be used
protect programs against interference from other programs.

Segmentation allows memory to be completely unstructured and simple, like the memory
model of an 8-bit processor, or highly structured with address translation and protection. Th
memory management features apply to units called segments. Each segment is &
independent, protected address space. Access to segments is controlled by data whi
describes its size, the privilege level required to access ikitkde of memory references
which can be made to it (instruction fetch, stack push or pop, read operation, write operatior
etc.), and whether it is present in memory.

Segmentation is used to control memory access, which is useful for catching bugs durin
program development and for increasing the reliability of the final product. It also is used to
simplify the linkage of object code modules. There is no reason to write position-independen
code when full use is made of the segmentation mechanism, because all memory referenc
can be made relative to the base addresses of a module's code and data segmer
Segmentation can be used to create ROM-based software modules, in which fixed address
(fixed, in the sense that they cannot be changed) are offsets from a segment's base addre
Different software systems can have the ROM modules at different physical addresse
because the segmentation mechanism will direct all memory references to the right place.

In a simple memory architecture, allidresses refer to the same address space. This is the
memory model used by 8-bit microprocessors, such as the 8080 processor, where the logic
address is the physical address. The 32-bit processors in protected mode can be used in t
way by mapping all segments into the same address space and keeping paging disabled. Tl
might be done where an older design is being updated to 32-bit technology without alsc
adopting the new architectural features.

An application also could make partial use of segmentation. A frequent cause of software
failures is the growth of the stack into the instruction code or data of a program.
Segmentation can be used to prevent this. The stack can be put in an address space sepa
from the address space for either code or data. Stack addresses always would refer to t
memory in the stack segment, while data addresses always would refer to memory in the da
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segment. The stack segment would have a maximum size enforced by hardware. Any attempt
to grow the stack beyond this size would generate an exception.

A complex system of programs can make full use of segmentation. For example, a system in
which programs share data in real time can have precise control of access to that data.
Program bugs appear as exceptions generated when a program makes improper access. This
is useful as an aid to debugging during program development, and it also can be used to
trigger error-recovery procedures in systems delivered to the end user.

Segmentation hardware translates a segmented (logical) address into an address for a
continuous, unsegmented address space, called a linear address. If paging is enabled, paging
hardware translates a linear address into a physical address. If paging is not enabled, the
linear address is used as the physical address. The physical address appears on the address
bus coming out of the processor.

Paging is a mechanism used to simulate a large, unsegmented address space using a small,
fragmented address space and some disk storage. Paging provides access to data structures
larger than the available memory space by keeping them partly in memory and partly on
disk.

Paging is applied to units of 4 kilobytes called pages. When a program attempts to access a
page which is on disk, the program is interrupted in a special way. Unlike other exceptions
and interrupts, an exception generated due to address translation restores the contents of the
processor registers to values which allow the exception-generating instruction to be re-
executed. This special treatment enables instruction restart; that is, it allows the operating
system to read the page from disk, update the mapping of linear addresses to physical
addresses for that page, and restart the program. This process is transparent to the program.

Paging is optional. If an operating system never enables the paging mechanism, linear
addresses will be used as physical addresses. This might be done where a design using a 16-
bit processor is being updated to use a 32-bit processor. An operating system written for a 16-
bit processor does not use paging because the size of its address space is so small (64K bytes)
that it is more efficient to swap entire segments between RAM and disk, rather than
individual pages.

Paging would be enabled for operating systems, such as UNIX, which can support demand-
paged virtual memory. Paging is transparent to application software, so an operating system
intended to support application programs written for 16-bit processors can run those

programs with paging enabled. Unlike paging, segmentation is not transparent to application
programs. Programs which use segmentation must be run with the segments they were
designed to use.

11.1. SELECTING A SEGMENTATION MODEL

A model for the segmentation of memory is chosen on the basis of reliability and
performance. For example, a system which has several programs sharing data in real time
would get maximum performance from a model which checks memory references in
hardware. This would be a multisegment model.
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At the other extreme, a system which has just one program may get higher performance fror
an unsegmented or "flat" model. The elimination of "far" pointers and segment-override
prefixes reduces code size and increases execution speed. Context switching is faste
because the contents of the segment registers no longer have to be saved or restored.

Some of the benefits of segmentation also can be provided by paging. For example, data c:
be shared by mapping the same pages onto the address space of each program.

11.1.1. Flat Model

The simplest model is the flat model. In this model, all segments are mapped to the entir
physical address space. A segment offset can refer to either code or data areas. To t
greatest extent possible, this model removes the segmentation mechanism from th
architecture seen by either the system designer or the application programmer. This might k
done for a programming environment like UNIX, which supports paging but does not support
segmentation.

A segment is defined by a segment descriptor. At least two segment descriptors must b
created for a flat model, one for code references and one for data references. Both descriptc
have the same base address value. Whenever memory is accessed, the contents of one of
segment registers are used to select a segment descriptor. The segment descriptor provic
the base address of the segment and its limit, as well as access control information (se
Figure 11-1).

ROM usually is put at the top of the physical address space, because the processor begi
execution at FFFF_FFFOH. RAM is placedtla¢ bottom of the address space because the
initial base address for the DS data segment after reset initialization is 0.

For a flat model, each descriptor has a base address of 0 and a segment limit of 4 gigabyte
By setting the segment limit to 4 gigabytes, the segmentation mechanism is kept from
generating exceptions for memory references which fall outside of a segment. Exception:
could still be generated by the paging or segmentation protection mechanisms, but these al
can be removed from the memory model.
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Figure 11-1. Flat Model

11.1.2. Protected Flat Model

The protected flat model is like the flat model, except the segment limits are set to include

only the range of addresses for which memory actually exists. A general-protection exception
will be generated on any attempt to access unimplemented memory. This might be used for
systems in which the paging mechanism is disabled, because it provides a minimum level of
hardware protection against some kinds of program bugs.

In this model, the segmentation hardware prevents programs from addressing nonexistent

memory locations. The consequences of being allowed access to these memory locations are
hardware-dependent. For example, if the processor does not receive a READY# signal (the

signal used to acknowledge and terminate a bus cycle), the bus cycle does not terminate and
program execution stops.

Although no program should make an attempt to access these memory locations, an attempt
may occur as a result of program bugs. Without hardware checking of addresses, it is
possible that a bug could suddenly stop program execution. With hardware checking,
programs fail in a controlled way. A diagnostic message can appear and recovery procedures
can be attempted.

An example of a protected flat model is shown in Figure 11-2. Here, segment descriptors
have been set up to cover only those ranges of memory which exist. A code and a data
segment cover the EPROM abBblRRAM of physical memoryThe code segment base and
limit can optionally be set to allow access to DRAM area. The data segment limit must be set
to the sum of EPROM arldRAM sizes. If memory-mapped I/O is used¢céin be addressed

just beyond the end of DRAM area.
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Figure 11-2. Protected Flat Model

11.1.3. Multisegment Model

The most sophisticated model is the multisegment model. Here, the full capabilities of the
segmentation mechanism are used. Each program is given its own table of segmer
descriptors, and its own segments. The segments can be completely private to the progral
or they can be shared with specific other programs. Access between programs and particul
segments can be individually controlled.

Up to six segments can be ready for immediate use. These are the segments which ha
segment selectors loaded in the segment registers. Other segments are accessed by loac
their segment selectors into the segment registers (see Figure 11-3).

Each segment is a separate address space. Even though they may be placed in adjac
blocks of physical memory, the segmentation mechanism prevents access to the contents
one segment by reading beyond the end of another. Every memory operation is checke
against the limit specified for the segment it uses. An attempt to address memory beyond th
end of the segment generates a general-protection exception.

The segmentation mechanism only enforces the address range specified in the segme
descriptor. It is the responsibility of the operating system to allocate separate address rang
to each segment. There may be situations in which it is desirable to have segments whic
share the same range of addresses. For example, a system can have both code and data st
in a ROM. A code segment descriptor would be used when the ROM is accessed fo
instruction fetches. A data segment descriptor would be used when the ROM is accessed
data.
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Figure 11-3. Multisegment Model

11.2. SEGMENT TRANSLATION

A logical address consists of the 16-bit segment selector for its segment and a 32-bit offset
into the segment. The logical address is checked for access rights and range. If it passes these
tests, the logical address is translated into a linear address by adding the offset to the base
address of the segment. The base address comes from the segment descriptor, a data structure
in memory which provides the size and location of a segment, as well as access control
information. The segment descriptor comes from one of two tables, the global descriptor
table (GDT) or the local descriptor table (LDT). There is one GDTafloprograms in the

system and one LDT for each separate program being run. If the operating system allows,
different programs can share the same LDT. The system also can be set up with no LDTs; all
programs will then use the GDT.

Every logical address is associated with a segment (even if the system maps all segments into
the same linear address space). Although a program can have thousands of segments, only six
can be available for immediate use. These are the six segments whose segment selectors are
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loaded in the processor. The segment selector holds information used to translate the logic
address into the corresponding linear address.

Separate segment registers exist in the processor for each kind of memory reference (co
space, stack space, and data spaces). They hold the segment selectors for the segme
currently in use. Access to other segments requires loading a segment register using a form
the MOV instruction. Up to foudata spaces can be available at the same finues,
providing a total of six segment registers.

When a segment selector is loaded, the base address, segment limit, and access cont
information also are loaded into the segment register. The processor does not reference t
descriptor tables in memory again until another segment selector is loaded. The informatiol
saved in the processor allows it to translate addresses without making extra bus cycles. |
systems in which multiple processors have access to the same descriptor tables, it is tt
responsibility of software to reload the segment registers when the descriptor tables ar
modified. If this is not done, an old segment descriptor cached in a segment register might b
used after its memory-resident version has been modified.

The segment selector contains a 13-bit index into one of the descriptor tables. The index i
scaled by eight (the number of bytes in a segment descriptor) and added to the 32-bit ba:
address of the descriptor table. The base address comes from either the global descript
table register (GDTR) or the local descriptor table register (LDTR). These registers hold the
linear address of the beginning of the descriptor tables. A bit in the segment selector specifie
which table to use, as shown in Figure 11-4.
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The translated address is the linear address, as shown in Figure 11-5. If paging is not used, it
is also the physical address. If paging is used, a second level of address translation produces

Figure 11-4. TI Bit Selects Descriptor Table

the physical address. This translation is described in Section 11.3.
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LOGICAL

ADDRESS SELECTOR OFFSET

DESCRIPTOR TABLE

) SEGMENT BASE )
DESCRIPTOR ADDRESS

LINEAR
ADDRESS
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Figure 11-5. Segment Translation

11.2.1. Segment Registers

Each kind of memory reference is associated with a segment register. Code, data, and sta
references each access the segments specified by the contents of their segment registe
More segments can be made available by loading their segment selectors into these registe
during program execution.

Every segment register has a "visible" part and an "invisible" part, as shown in Figure 11-6
There are forms of th®IOV instruction to loadhe visible part of these segment registers.
The invisible part is loaded by the processor.

VISIBLE PART INVISIBLE PART
SELECTOR BASE ADDRESS, LIMIT, ETC. CS
SS
DS
ES
FS
GS

APM104

Figure 11-6. Segment Registers
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The operations which load these registers are instructions for application programs (described
in Chapter 4). There are two kinds of these instructions:

1. Direct load instructions such as the MOV, POP, LDS, LES, LSS, LGS, and LFS
instructions. These instructions explicitly reference the segment registers.

2. Implied load instructions such as the far pointer versions of the CALL and JMP
instructions. These instructions change the contents of the CS register as an incidental
part of their function.

When one of these instructions is executed, the visible part of the segment register is loaded
with a segment selector. The processor automatically loads the invisible part of the segment
register with information (such as the base address) from the descriptor table. Because most
instructions refer to segments whose selectors already have been loaded into segment
registers, the processor can add the logical-address offset to the segment base address with no
performance penalty.

11.2.2. Segment Selectors

A segment selector points to the information which defines a segment, called a segment
descriptor. A program may have more segments than the six whose segment selectors occupy
segment registers. When this is true, the program uses forms MQke instruction to

change the contents of these registers when it needs to access a new segment.

A segment selector identifies a segment descriptor by specifying a descriptor table and a
descriptor within that table. Segment selectors are visible to application programs as a part of
a pointer variable, but the values of selectors are usually assigned or modified by link editors
or linking loaders, not application programs. Figure 11-7 shows the format of a segment

selector.

1571413727171 710 9 8 7 6 6 4 3/2/1 ©

INDEX T RPL

TABLE INDICATOR J

0=GDT
1=LDT
REQUESTOR PRIVILEGE LEVEL
00 = MOST PRIVILEGED
11 =LEAST

APM105

Figure 11-7. Segment Selector
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Index: Selects one of 8192 descriptors in a descriptor table. The processor multiplies the
index value by 8 (the number of bytes in a segment descriptor) and adds the result to the ba
address of the descriptor table (from the GDTR or LDTR register).

Table Indicator bit: Specifies the descriptor table to use. A clear bit selects the GDT; a set
bit selects the current LDT.

Requestor Privilege Level:When this field of a selector contains a privilege level having a
greater value (i.e., less privileged) than the program, it effectively overrides the program's
privilege level for accesses that use that selector. When a program uses a less privilege
segment selector, memory accesses take place at the lesser privilege level. This is used
guard against a security violation in which a less privileged program uses a more privilegec
program to access protected data.

For example, system utilities or device drivers must run with a high level of privilege in

order to access protected facilities such as the control registers of peripheral interfaces. Bl
they must not interfere with other protected facilities, even if a request to do so is receivec
from a less privileged program. If a program requested reading a sector of disk into memon
occupied by a more privileged program, such as the operating system, the RPL can be us
to generate a general-protection exception when the less privileged segment selector is use
This exception occurs even though the program using the segment selector would have
sufficient privilege level to perform the operation on its own.

Because the first entry of the GDT is not used by the processor, a selector which has an inde
of 0 and a table indicator of O (i.e., a selector which points to the first entry of the GDT) is
used as a "null selector." The processor does not generate an exception when a segme
register (other than the CS or SS registers) is loaded with a null selector. It does, howeve
generate an exception when a segment register holding a null selector is used to acce
memory. This feature can be used to initialize unused segment registers.

11.2.3. Segment Descriptors

A segment descriptor is a data structure in memory which provides the processor with the
size and location of a segment, as well as control and status information. Descriptors
typically are created by compilers, linkers, loaders, or the operating system, but not
application programs. Figure 11-8 illustrates the general descriptor format. All types of
segment descriptors use a variation of this basic format.
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31 30 29 28 27 26 25 24/23/22/21/20/19 18 17 16/15/14 13/12/11 10 9 8/7 6 & 4 3 2 1 O
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BASE 31:24 G|/|0|V| LIMIT [P| P |S| TYPE BASE 23:16 +4
B L| 19:16 L
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AVL AVAILABLE FOR USE BY SYSTEM SOFTWARE
BASE SEGMENT BASE ADDRESS
D/B DEFAULT OPERATION SIZE

(0 =16-BIT SEGMENT; 1 = 32-BIT SEGMENT)
DPL DESCRIPTOR PRIVILEGE LEVEL
G GRANULARITY
LIMIT SEGMENT LIMIT
P SEGMENT PRESENT
S DESCRIPTOR TYPE

(0=SYSTEM; 1 = APPLICATION)
TYPE SEGMENT TYPE

RESERVED
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Figure 11-8. Segment Descriptors

Base:Defines the location of the segment within the 4-gigabyte physical address space. The
processor puts together the three base address fields to form a single 32-bit value. Segment
base values should be aligned to 16-byte boundaries to allow programs to maximize
performance by aligning code/data on 16-byte boundaries.

Granularity bit: Turns on scaling of the Limit field by a factor of 4096%(2When the bit

is clear, the segment limit is interpreted in units of one byte; when set, the segment limit is
interpreted in units of 4K bytes. Note that the twelve least significant bits of the address are
not tested when scaling is used. For example, a limit of 0 with the Granularity bit set results
in valid offsets from 0 to 4095. Also note that only the Limit field is affected. The base
address remains byte granular.

Limit: Defines the size of the segment. The processor puts together the two limit fields to
form a 20-bit value. The processor interprets the segment size in one of two ways, depending
on the setting of the Granularity bit:

1. If the Granularity bit is clear, the segment size is from 1 byte to 1 megabyte, in
increments of 1 byte.

2. If the Granularity bit is set, the segment size is from 4 kilobytes to 4 gigabytes, in
increments of 4K bytes.
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For expand-up segments, a logical address can have an offset ranging from 0 to the limi
Other offsets generate exceptions. Expand-down segments reverse the sense of the Lin
field; they can be addressed with any offset except those from 0 to the limit (see the Type
field, below). This is done to allow segments to be created in which increasing the value helc
in the Limit field allocates new memory at the bottom of the segment's address space, rathe
than at the top. Expand-down segments are intended to hold stacks, but it is not necessary
use them. If a stack is going to be put in a segment which does not need to change size, it ¢
be a normal data segment.

S bit: Determines whether a given segment is a system segment or a code or data segment.
the S bit is set, then the segment is either a code or a data segment. If it is clear, then ti
segment is a system segment.

D bit/B bit: In a code segment, this bit is called the D bit, and it indicates the default length
for operands and effective addresses. If the D bit is set, then 32-bit operands and 32-b
effective addressing modes are assumed. If it is clear, then 16-bit operands and addressi
modes are assumed. In a data segment, this bit is called the B bit, and it controls two aspec
of stack operation:

1. The size of the stack pointer register. If B = 1, pushes, pops andltaite 32-bit ESP
register; if B = 0, stack operations use the 16-bit SP register.

2. The upper bound of an expand-down stack. In expand-down segments, the Limit fielc
specifies the lower bound of the stack segment, while the upper bound is an address ¢
all 1-bits. If B =1, the upper bound BFFF_FFFFH; if B = 0the upper bound is
FFFFH.

Type: The interpretation of this field depends on whether the segment descriptor is for an
application segment or a system segment. System segments have a slightly differer
descriptor format, discussed in Chapter 12. The Type field of a memory descriptor specifies
the kind of access which may be made to a segment, and its direction of growth (see Tabl
11-1).

For data segments, the three lowest bits of the type field can be interpreted as expand-dov
(E), write enable (W), and accessed (A). For code segments, the three lowest bits of the tyy
field can be interpreted as conforming (C), read enable (R), and accessed (A).

Data segments can be read-only or read/write. Stack segments are data segments which m
be read/write. Loading the SS register with a segment selector for any other type of segmel
generates a general-protection exception. If the stack segment needs to be able to chan
size, it can be an expand-down data segment. The meaning of the segment limit is reverse
for an expand-down segment. The valid offsets in an expand-down segment are those whic
generate exceptions in expand-up segments. Expand-up segments must be addressed
offsets which are equal or less than the segment limit. Offsets into expand-down segment
always must be greater than the segment limit. This interpretation of the segment limit cause
memory space to be allocated at the bottom of the segment when the segment limit i
decreased, which is correct for stack segments because they grow toward lower addresses.
the stack is given a segment which does not change size, the segment does not need to
expand-down.
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Table 11-1. Application Segment Types

11 10 9 8 Descriptor
Type E A Type Description
0 0 0 0 0 Data Read-Only
1 0 0 0 1 Data Read-Only, accessed
2 0 0 1 0 Data Read/Write
3 0 0 1 1 Data Read/Write, accessed
4 0 1 0 0 Data Read-Only, expand-down
5 0 1 0 1 Data Read-Only, expand-down, accessed
6 0 1 1 0 Data Read/Write, expand-down
7 0 1 1 1 Data Read/Write, expand-down, accessed
11 10 9 8 Descriptor
Type C R A Type Description
8 1 0 0 0 Code Execute-Only
9 1 0 0 1 Code Execute-Only, accessed
10 1 0 1 0 Code Execute/Read
11 1 0 1 1 Code Execute/Read, accessed
12 1 1 0 0 Code Execute-Only, conforming
13 1 1 0 1 Code Execute-Only, conforming, accessed
14 1 1 1 0 Code Execute/Read-Only, conforming
15 1 1 1 1 Code Execute/Read-Only, conforming, accessed

Code segments can be execute-only or execute/read. An execute/read segment might be used,
for example, when constants have been placed with instruction code in a ROM. In this case,
the constants can be read either by using an instruction with a CS override prefix or by
placing a segment selector for the code segment in a segment register for a data segment.

Code segments can be either conforming or non-conforming. A transfer of execution into a
more privileged conforming segment keeps the current privilege level. A transfer into a non-
conforming segment at a different privilege level results in a general-protection exception,
unless a task gate is used (see Chapter 13 for a discussion of multitasking). System utilities
which do not access protected facilities, such as data-conversion functions (e.g.,
EBCDIC/ASCII translation, Huffman encoding/decoding, math library) and some types of
exceptions (e.g., Divide Error, INTO-detected overflow, 8@JND range exceeded) may

be loaded in conforming code segments.

The A (accessed) bit of the Type field is set by the processor to indicate that a segment has
been loaded into a segment register. By clearing the A-bit initially, then testing it later,
software can monitor segment usage. For example, a program development system might
clear all of the Accessed bits for the segments of an application. If the application crashes,
the states of these bits can be used to generate a map of all the segments accessed by the
application. Unlike the breakpoints provided by the debugging mechanism (Chapter 17), the
usage information applies to segment usage rather than linear address matches.

The processor may update the Type field when a segment is accessed, even if the access is a
read cycle. If the descriptor tables have been put in ROM, it may be necessary for hardware
to prevent the ROM from being enabled onto the data bus during a write cycle. It also may
be necessary to return the READY# signal to the processor when a write cycle to ROM
occurs, otherwise the cycle does not terminate. These features of the hardware design are
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necessary for using ROM-based descriptor tables with the Intel386 DX processor, whick
always sets the Accessed bit when a segment descriptor is loaded. The Intel486 and Pentit
processors, however, only set the Accessed bit if it is not already set. Writes to descripto
tables in ROM can be avoided by setting the Accessed bits in every descriptor.

DPL (Descriptor Privilege Level): Defines the privilege level of the segment. This is used
to control access to the segment, using the protection mechanism described in Chapter 12.

Segment-Present bit:If this bit is clear, the processor generates a segment-not-present
exception when a selector for the descriptor is loaded into a segment register. This is used
detect access to segments which have become unavailable. A segment can becon
unavailable when the system needs to create free memory. Items in memory, such &
character fonts or device drivers, which currently are not being used are deallocated. An iter
is deallocated by marking the segment "not present” (this is done by clearing the Segmen
Present bit). The memory occupied by the segment then can be put to another use. The ne
time the deallocated item is needed, the segment-not-present exception will indicate thi
segment needs to be loaded into memory. When this kind of memory management i
provided in a manner invisible to application programs, it is called virtual memory. A system
can maintain a total amount of virtual memory far larger than physical memory by keeping
only a few segments present in physical memory at any one time.

Figure 11-9 shows the format of a descriptor when the Segment-Present bit is clear. Whe
this bit is clear, the operating system is free to use the locations marked Available to store it
own data, such as information regarding the whereabouts of the missing segment.

7 30 29 28 27 26 25 24 23 22 21 20 19 18 17 716/15/74 13/12/11 10 9 8/7 6 & 4 3 2 1 0

D
AVAILABLE 0| P [S| TYPE AVAILABLE +4
L

AVAILABLE +0

S\ W2V WA W WAV A WAIAMRATARADAAAINLANNY /T § 5 473 217\ Q
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Figure 11-9. Segment Descriptor (Segment Not Present)

11.2.4. Segment Descriptor Tables

A segment descriptor table is an array of segment descriptors. There are two kinds o
descriptor tables:

® The global descriptor table (GDT)
® The local descriptor tables (LDT)
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There is one GDT for all tasks, and an LDT for each task being run. A descriptor table is an
array of segment descriptors, as shown in Figure 11-10. A descriptor table is variable in
length and can contain up to 819232descriptors. The first descriptor in the GDT is not

used by the processor. A segment selector to this "null descriptor" does not generate an
exception when loaded into a data segment register (DS, ES, FS, or GS), but it always
generates an exception when an attempt is made to access memory using the descriptor. By
initializing the segment registers with this segment selector, accidental reference to unused
segment registers can be guaranteed to generate an exception.

GLOBAL DESCRIPTOR TABLE LOCAL DESCRIPTOR TABLE
| |
+38 +38
| |
+30 +30
| |
+28 +28
| |
+20 +20
| |
+18 +18
| |
+10 +10
| |
+8 +8
FIRST DESCRIPTOR IN |
GDT IS NOT USED +0 +0

LDT DESCRIPTOR
(GDT ENTRY #2)

| LIMIT ACCESSl LIMIT

BASE ADDRESS BASE ADDRESS

GDTR REGISTER

NOTE: ADDRESSES SHOWN IN HEXADECIMAL
APM91

Figure 11-10. Descriptor Tables

11.2.5. Descriptor Table Base Registers

The processor finds the global descriptor table (GDT) and interrupt descriptor table (IDT)
using the GDTR and IDTR registers. These registers hold 32-bit base addresses for tables in
the linear address space. They also hold 16-bit limit values for the size of these tables.

When the IDTR and GDTR registers are loaded or stored, a 48-bit "pseudo-descriptor” is
accessed in memory, as shown in Figure 11-11. To avoid alignment check faults in user
mode (privilege level 3). the pseudo-descriptor should be located at an odd word address
(i.e., an address which isMOD 4). This causes the processor to store an aligned word,
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followed by an aligned doubleword. User-mode programs normally do not store pseudo-
descriptors, but the possibility of generating an alignment check fault can be avoided by
aligning pseudo-descriptors in this way.

BITPOSITION —3» 47 16 15 0
| BASE ADDRESS LIMIT
BYTE ORDER —)» 5 2 3 2 1 0

APM98

Figure 11-11. Pseudo-Descriptor Format

The base addresses of the GDT and IDT should be aligned on an eight-byte boundary t
maximize performance of cache line fills.

The limit values for both the GDT and IDT are expressed in bytes. As with segments, the
limit value is added to the base address to get the address of the last valid byte. A limit valu
of zero results in exactly one valid byte. Because segment descriptors are always eight byte
long, the limit should always be one less than an integral multiple of eight (i.e., 8N — 1). The
LGDT and SGDT instructions write and read the GDTR register; the LIDT SiBd
instructions write and read the IDTR register.

A third descriptor table is the local descriptor table (LDT). It is identified by a 16-bit
segment selector held in the LDTR register. The LLDT and SLDT instructions write and read
the segment selector in the LDTR register. The LDTR register also holds the base addres
and limit for the LDT, but these are loaded automatically by the processor from the segmen
descriptor for the LDT (which is taken from the GDT). The LDT should be aligned on an
eight-byte boundary to maximize performance of cache line fills.

11.3. PAGE TRANSLATION

A linear address is a 32-bit address into a uniform, unsegmented address space. This addre
space can be a large physical address space (i.e., an address space composed of sev
gigabytes of RAM), or paging can be used to simulate this address space using a sme
amount of RAM and some disk storage. When paging is used, a linear address is translate
into its corresponding physical address, or an exception is generated. The exception gives tt
operating system a chance to read the page from disk (perhaps sending a different page out
disk in the process), then restart the instruction which generated the exception.

Paging is different from segmentation through its use of fixed-size pages. Unlike segments
which usually are the same size as the code or data structures they hold, pages have a fix
size. If segmentation is the only form of address translation which is used, a data structur
which is present in physical memory will have all of its parts in memory. If paging is used, a
data structure can be partly in memory and partly in disk storage.
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The information which either maps linear addresses into physical addresses or raises
exceptions is held in data structures in memory called page tables. As with segmentation, this
information is cached within the CPU to minimize the number of bus cycles required for
address translation. Unlike segmentation, the address translation caches are completely
invisible to application programs. The processor's caches for address translation information
are called translation lookaside buffers (TLB). The TLBs satisfy most requests for reading
the page tables. Extra bus cycles occur only when the TLBs cannot satisfy a request. This
typically happens when a page has not been accessed for a long time.

11.3.1. Paging Options

Paging is enabled when bit 31 (the PG bit) of the CRO register is set. This bit usually is set by
the operating system during software initialization. (Refer to Chapter 16 for information on
how to change PG.) When paging is enabled, a second stage of address translation is used to
generate the physical address from the linear address. If paging is not enabled, the linear
address is used as the physical address. The PG bit must be set if the operating system is
running more than one program in virtual-8086 mode or if demand-paged virtual memory is
used.

11.3.2. Linear Address

Figure 11-12 shows the format of a linear address for a 4K page.

37 50 29 28 27 26 25 24 23 22/21 20 19 18 17 16 15 14 13 12/171 10 9 8 7 6 &6 4 3 2 7 O,

FORMAT
FOR

4 KBYTE
PAGE

DIR TABLE OFFSET

APM94

Figure 11-12. Format of a Linear Address

Figure 11-13 shows how the processor translates the DIRECTORY, TABLEQBRSET

fields of a linear address into the physical address by consulting page tables. The addressing
mechanism uses the DIRECTORY field as an index into a page directory. It uses the TABLE
field as an index into the page table determined by the page directory. It u8SRBET

field to address an operand within the page specified by the page table.

11-18



]
Intel ® PROTECTED-MODE MEMORY MANAGEMENT

11.3.3. Page Tables

A page table is an array of 32-bit entries. A page table is itself a page, and contains 409
bytes of data or at most 1K 32-bit entries. Four kilobyte pages, including page directories an
page tables, are aligned to 4K-byte boundaries. Two levels of tables are used to address
page of memory. At the highest level is a page directory. A page directory holds up to 1K
entries that address page tables of the second level. A page table of the second lev
addresses up to 1K pages in physical memory. All the tables addressed by one page directol
therefore, can address 1MP{Rfour-Kbyte pages. If each page contains 4F<2)6(132ytes, the
tables of one page directory can span a linear address space of four gigalfyteg'{2=

239). For information on support of page sizes larger than 4K, see Appendix H.

| DIR TABLE | OFFSET

| —I PAGE FRAME

PAGE TABLE

PHYS ADDRESS

PAGE DIRECTORY

> pcBLENTRY >
) DIR ENTRY )

APM96

Figure 11-13. Page Translation

The physical address of the current page directory is stored in the CR3 register, also calle
the page directory base register (PDBR). Memory management software has the option ¢
using one page directory for all tasks, one page directory for each task, or some combinatic
of the two. See Chapter 16 for information on initialization of the CR3 register. See
Chapter 13 for how the contents of the CR3 register can change for each task.

11.3.4. Page-Table Entries

Page-table and page-directory entries for 4K pages have one of the formats shown by Figu
11-14. For information on page-table and page-directory formats for pages larger than 4K
see Appendix H.
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Figure 11-14. Format of Page Directory and Page Table Entries for 4K Pages

11.3.4.1. PAGE FRAME ADDRESS

The page frame address specifies the physical starting address of a page. In a page directory,
the page frame address is the address of a page table. In a second-level page table, the page
frame address is the address of the four kilobyte page that contains the desired memory

operand or instructions.

11.3.4.2. PRESENT BIT

The Present bit indicates whether the page frame address in a page table entry maps to a page
in physical memory. When set, the page is in memory.

When the Present bit is clear, the page is not in memory, and the rest of the page table entry
is available for the operating system, for example, to store information regarding the
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whereabouts of the missing page. Figure 11-15 illustrates the format of a page table entr
when the Present bit is clear.

137 30 29 28 27 26 25 24 23 222120 19 18 17 16 15 74 13 12 711 10 9 8 7 6 5 4 3 2 1/0,

A \ A | L A B L E 0

APM100

Figure 11-15. Format of a Page Table Entry for a Not-Present Page

If the Present bit is clear in either level of page tables when an attempt is made to use a pa
table entry for address translation, a page-fault exception is generated. In systems whic
support demand-paged virtual memory, the following sequence of events then occurs:

1. The operating system copies the page from disk storage into physical memory.

2. The operating system loads the page frame address into the page table entry and sets
Present bit. Other bits, such as the dirty and accessed bits, may be set, too.

3. Because a copy of the old page table entry may still exist in a translation lookaside
buffer (TLB), the operating system invalidates them. See Section 11.3.5. for a discussior
of TLBs and how to invalidate them.

4. The program which caused the exception is then restarted.

Note that there is no Present bit in CR3 for the page directory itself. The page directory ma
be not-present while the associated task is suspended, but the operating system must ens
that the page directory indicated by the CR3 image in a process's TSS is present in physic
memory before the process is dispatched. The page directory must also remain in memory
long as the task is active.

11.3.4.3. ACCESSED AND DIRTY BITS

These bits provide data about page usage in both levels of page tables. The Accessed bit
used to report read or write access to a page or to a second-level page table. The Dirty bit
used to report write access to a page. These bits are set by the hardware; however, t
processor does not implicitly clear either of these bits.

The processor sets the Accessed bit in both levels of page table before a read or wri
operation to a page. The processor sets the Dirty bit before a write operation to an addre:
mapped by that page table entry. Only the Dirty bit in the second-level page table is used; th
processor does not use the Dirty bit of the page directory.

The operating system may use the Accessed bit when it needs to create some free memory
sending a page or second-level page table to disk storage. By periodically clearing the
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Accessed bits in the page tables, it can see which pages have been used recently. Pages
which have not been used are candidates for sending out to disk.

The operating system may use the Dirty bit when a page is sent back to disk. By clearing the
Dirty bit when the page is brought into memory, the operating system can see if it has
received any write access. If there is a copy of the page on disk and the copy in memory has
not received any writes, there is no need to update disk from memory.

See Chapter 19 for how the processor updates the Accessed and Dirty bits in multiprocessor
systems.

11.3.4.4. READ/WRITE AND USER/SUPERVISOR BITS

The Read/Write and User/Supervisor bits are used for protection checks applied to pages,
which the processor performs at the same time as address translation. See Chapter 12 for
more information on protection.

11.3.4.5. PAGE-LEVEL CACHE CONTROL BITS

The PCD and PWT bitare used for page-level cache management. Software can control the
caching of individual pages or second-level page tables using these bits. See Chapter 18 for
more information on caching.

11.3.5. Translation Lookaside Buffers

The processor stores the most recently used page table entries in on-chip caches called
translation lookaside buffers or TLBs. The Pentium microprocessor has separate TLB's for
the data and instruction caches. Most paging is performed using the contents of the TLBs.
Bus cycles to the page tables in memory are performed only when the TLBs do not contain
the translation information for a requested page.

The TLBs are invisible to application programs (with PL>0), but not to operating systems
(PL=0). Operating-system programmers must invalidate the TLBs (dispose of their page
table entries) immediately following and every time there are changes to entries in the page
tables (including when the present bit is set to zero). If this is not done, old data which has
not received the changes might be used for address translation and as a result, subsequent
page table references could be incorrect.

The operating system can invalidate the TLBs by loading the CR3 register. The CR3 register
can be loaded in either of two ways:
1. Explicit loading using MOV instructions, such as:

MOV CRS3, EAX

2. Implicit loading by a task switch which changes the contents of the CR3 register. (See
Chapter 13 for more information on task switching.)
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When the mapping of an individual page is changed, the operating system should use th
INVLPG instruction. Where possible, INVLPG invalidates only an individual TLB entry;
however, in some cases, INVLPG invalidates the entire instruction-cache TLB.

11.4. COMBINING SEGMENT AND PAGE TRANSLATION

Figure 11-16 combines Figure 11-5 and Figure 11-13 to summarize both stages of translatio
from a logical address to a physical address when paging is enabled. Options available i
both stages of address translation can be used to support several different styles of memc
management.

11.4.1. Flat Model

When a 32-bit processor is used to run software written without segments, it may be
desirable to remove the segmentation features of the processor. The 32-bit processors do r
have a mode bit for disabling segmentation, but the same effect can be achieved by mappir
the stack, code, and data spaces to the same range of linear addresses. The 32-bit offsets u
by 32-bit processor instructions can cover a four-gigabyte linear address space.

When paging is used, the segments can be mapped to the entire linear address space. If m
than one program is being run at the same time, the paging mechanism can be used to gi
each program a separate address space.

11.4.2. Segments Spanning Several Pages

The architecture allows segments which are larger than the size of a page. For example,
large data structure may span thousands of pages. If paging were not used, access to any
of the data structure would require the entire data structure to be present in physical memon
With paging, only the page containing the part being accessed needs to be in memory.

11.4.3. Pages Spanning Several Segments

Segments also can be smaller than the size of a page. If one of these segments is placed i
page which is not shared with another segment, the extra memory is wasted. For example,
small data structure, such as a 1-byte semaphore, occupies 4K bytes if it is placed in a pa
by itself. If many semaphores are used, it is more efficient to pack them into a single page.

11-23



]
PROTECTED-MODE MEMORY MANAGEMENT Intel ®

LOGICAL ADDRESS
15 0 31 0

SELECTOR OFFSET

DESCRIPTOR TABLE

> SEGMENT >
DESCRIPTOR

LINEAR ADDRESS (4K PAGE)

—)l DIR | TABLE | OFFSET | 4K PAGE FRAME

OPERAND

PAGE TABLE

PAGE DIRECTORY

PG TBL ENTRY [—>»

—> | 4K DIR ENTRY [—>

APM90

Figure 11-16. Combined Segment and Page Address Translation

11.4.4. Non-Aligned Page and Segment Boundaries

The architecture does not enforce any correspondence between the boundaries of pages and
segments. A page can contain the end of one segment and the beginning of another.
Likewise, a segment can contain the end of one page and the beginning of another.

11.4.5. Aligned Page and Segment Boundaries

Memory-management software may be simpler and more efficient if it enforces some
alignment between page and segment boundaries. For example, if a segment which can fit in
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one page is placed in two pages, there may be twice as much paging overhead to suppc

access to that segment.

11.4.6. Page-Table Per Segment

An approach to combining paging and segmentation which simplifies memory-managemen
software is to give each segment its own page table, as shown in Figure 11-17. This gives tt
segment a single entry in the page directory which provides the access control informatior

for paging the segment.

PROTECTED-MODE MEMORY MANAGEMENT
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Figure 11-17. Each Segment Can Have Its Own Page Table
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CHAPTER 12
PROTECTION

Protection is necessary for reliable multitasking. Protection can be used to prevent tasks fror
interfering with each other. For example, protection can keep one task from overwriting the
instructions or data of another task.

During program development, the protection mechanism can give a clearer picture of
program bugs. When a program makes an unexpected reference to the wrong memory spa
the protection mechanism can block the event and report its occurrence.

In end-user systems, the protection mechanism can guard against the possibility of softwat
failures caused by undetected program bugs. If a program fails, its effects can be confined t
a limited domain. The operating system can be protected against damage, so diagnost
information can be recorded and automatic recovery attempted.

Protection can be applied to segments and pages. Two bits in a processor register define t
privilege level of the program currently running (called the current privilege level or CPL).
The CPL is checked during address translation for segmentation and paging.

Although there is no control register or mode bit for turning off the protection mechanism,
the same effect can be achieved by assigning privilege level O (the highest level of privilege
to all segment selectors, segment descriptors, and page table entries.

12.1. SEGMENT-LEVEL PROTECTION

Protection provides the ability to limit the amount of interference a malfunctioning program
can inflict on other programs and their data. Protection is a valuable aid in software
development because it allows software tools (operating system, debugger, etc.) to survive |
memory undamaged. When an application program fails, the software is available to repor
diagnostic messages, and the debugger is available for post-mortem analysis of memory at
registers. In production, protection can make software more reliable by giving the system al
opportunity to initiate recovery procedures.

Each memory reference is checked to verify that it satisfies the protection checks. All check:
are made before the memory cycle is started; any violation prevents the cycle from starting
and results in an exception. Because checks are performed in parallel with addres
translation, there is no performance penalty. There are five protection checks:

1. Type check

2. Limit check

3. Restriction of addressable domain
4. Restriction of procedure entry points
5. Restriction of instruction set
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A protection violation results in an exception. See Chapter 14 for an explanation of the
exception mechanism. This chapter describes the protection violations which lead to
exceptions.

12.2. SEGMENT DESCRIPTORS AND PROTECTION

Figure 12-1 shows the fields of a segment descriptor whieh used by the protection
mechanism. Individual bits in the Type field also are referred to by the names of their
functions.

When the operating system creates a descriptor, its sets the protection parameters. In general,
application programmers do not need to be concerned about protection parameters.

When a program loads a segment selector into a segment register, the processor loads both
the base address of the segment and the protection information. The invisible part of each
segment register has storage for the base, limit, type, and privilege level. While this
information is resident in the segment register, subsequent protection checks on the same
segment can be performed with no performance penalty.

12.2.1. Type Checking

In addition to the descriptors for application code and data segments, the processor has
descriptors for system segments and gates. These are data structures used for managing tasks
(Chapter 13) and exceptions and interrupts (Chapter 14). Tat#@rd2-Bookmark not

defined. lists all the types defined for system segments and gates. Note that not all
descriptors define segments; gate descriptors hold pointers to procedure entry points.
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Figure 12-1. Descriptor Fields Used for Protection
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Table 12-1. System Segment and Gate Types

Type
Decimal Binary Description

0 0000 Reserved

1 0001 Available 16-Bit TSS
2 0010 LDT

3 0011 Busy 16-Bit TSS

4 0100 16-Bit Call Gate

5 0101 Task Gate

6 0110 16-Bit Interrupt Gate
7 0111 16-Bit Trap Gate

8 1000 Reserved

9 1001 Available 32-Bit TSS
10 1010 Reserved
11 1011 Busy 32-Bit TSS
12 1100 32-Bit Call Gate
13 1101 Reserved
14 1110 32-Bit Interrupt Gate
15 1111 32-Bit Trap Gate

The Type fields of code and data segment descriptors include bits which further define the
purpose of the segment (see Figure 12-1):

® The Writable bit in a data-segment descriptor controls whether programs can write to the
segment.

® The Readable bit in an executable-segment descriptor specifies whether programs can
read from the segment (e.g., to access constants stored in the code space). A readable,
executable segment may be read in two ways:

1. With the CS register, by using a CS override prefix.

2. By loading a selector for the descriptor into a data-segment register (the DS, ES, FS,
or GS registers).

Type checking can be used to detect programming errors which would attempt to use
segments in ways not intended by the programmer. The processor examines type information
on two kinds of occasions:
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1. When a selector for a descriptor is loaded into a segment register. Certain segmer
registers can contain only certain descriptor types; for example:

0 The CS register only can be loaded with a selector for an executable segment.

O Selectors of executable segments which are not readable cannot be loaded into dat
segment registers.

O Only selectors of writable data segments can be loaded into the SS register.

2. When instructions access segments whose descriptors are already loaded into segme
registers. Certain segments can be used by instructions only in certain predefined way:
for example:

O No instruction may write into an executable segment.
O No instruction may write into a data segment if the writable bit is not set.
O No instruction may read an executable segment unless the readable bit is set.

12.2.2. Limit Checking

The Limit field of a segment descriptor prevents programs from addressing outside the
segment. The effective value of the limit depends on the setting of the G bit (Granularity bit).
For data segments, the limit also depends on the E bit (Expansion Direction bit). The E bit i
a designation for one bit of the Type field, when referring to data segment descriptors.

When the G bit is clear, the limit is the value of the 20-bit Limit field in the descriptor. In
this case, the limit ranges from 0 to F_FFFFF (21 or 1 megabyte). When the G bit is set,
the processor scales the value in the Limit field by a factor'ofl@ this case the limit
ranges from OFFFH {2 — 1 or 4K bytes) to FFFF_FFFFH{2- 1 or 4 gigabytes). Note that
when scaling is used, the lower twelve bits of the address are not checked against the limi
when the G bit is set and the segment limit is 0, valid offsets within the segment are O
through 4095.

For all types of segments except expand-down data segments, the value of the limit is on
less than the size, in bytes, of the segment. The processor causes a general-protecti
exception in any of these cases:

® Attempt to access a memory byte at an address > limit

® Attempt to access a memory word at an address > (limit — 1)

® Attempt to access a memory doubleword at an address > (limit — 3)

® Attempt to access a memory quadword at an address > (limit — 7)
For expand-down data segments, the limit has the same function but is interpretec
differently. In these cases the range of valid offsets is from (limit + 13%e 2 if B-bit = 1

and 2°— 1 if B-bit = 0. An expand-down segment has maximum size when the segment limit
is 0.

Limit checking catches programming errors such as runaway subscripts and invalid pointe
calculations. These errors are detected when they occur, so identification of the cause |
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easier. Without limit checking, these errors could overwrite critical memory in another
module, and the existence of these errors would not be discovered until the damaged module
crashed, an event which may occur long after the actual error. Protection can block these
errors and report their source.

In addition to limit checking on segments, there is limit checking on the descriptor tables.
The GDTR, LDTR, and IDTR registers contain a 16-bit limit value. It is used by the
processor to prevent programs from selecting a segment descriptor outside the descriptor
table. The limit of a descriptor table identifies the last valid byte of the table. Because each
descriptor is eight bytes long, a table which contains up to N descriptors should have a limit
of 8N — 1.

A selector may be given a zero value. Such a selector refers to the first descriptor in the
GDT, which is not used. Although this descriptor can be loaded into a segment register, any
attempt to reference memory using this descriptor will generate a general-protection
exception.

12.2.3. Privilege Levels

The protection mechanism recognizes four privilege levels, numbered from 0 to 3. The
greater numbers mean lesser privileges. If all other protection checks are satisfied, a general-
protection exception is generated if a program attempts to access a segment using a less
privileged level (greater privilege number) than that applied to the segment.

Although no control register or mode bit is provided for turning off the protection
mechanism, the same effect can be achieved by assigning all privilege levels the value of 0.
(The PE bit in the CRO register is not an enabling bit for the protection mechanism alone; it
is used to enable protected mode, the mode of program execution in which the full 32-bit
architecture is available. When protected mode is disabled, the processor operates in real-
address mode, where it appears as a fast, enhanced 8086 processor.)

Privilege levels can be used to improve the reliability of operating systems. By giving the
operating system the greatest privilege (numerically lowest privilege level), it is protected
from damage by bugs in other programs. If a program crashes, the operating system has a
chance to generate a diagnostic message and attempt recovery procedures.

Another level of privilege can be established for other parts of the system software, such as
the programs which handle peripheral devices. If a device driver crashes, the operating
system should be able to report a diagnostic message, so it makes sense to protect the
operating system against bugs in device drivers. A device driver, however, may service an
important peripheral such as a disk drive. If the application program crashes, the device
driver should not corrupt the directory structure of the disk, so it makes sense to protect
device drivers against bugs in applications. Device drivers should be given an intermediate
privilege level between the operating system and the application programs. Application
programs are given the least privilege (numerically greatest level).

Figure 12-2 shows how these levels of privilege can be interpreted as rings of protection. The
center is for the segments containing the most critical software, usually the kernel of an
operating system. Outer rings are for less critical software.
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The following data structures contain privilege levels:

®* The lowest two bits of the CS segment register hold the current privilege level (CPL).
This is the privilege level of the program being run. The lowest two bits of the SS
register also hold a copy of the CPL. Normally, the CPL is equal to the privilege level of
the code segment from which instructions are being fetched. The CPL changes whel
control is transferred to a code segment with a different privilege level.

® Segment descriptors contain a field called the descriptor privilege level (DPL). The DPL
is the privilege level applied to a segment.

® Segment selectors contain a field called the requestor privilege level (RPL). The RPL is
intended to represent the privilege level of the procedure which created the selector. I
the RPL is a less privileged level than the CPL, it overrides the CPL. When a more
privileged program receives a segment selector from a less privileged program, the RPI
causes the memory access to take place at the less privileged level.

Privilege levels are checked when the selector of a descriptor is loaded into a segmer
register. The checks used for data access differ from those used for transfers of executic
among executable segments; therefore, the two types of access are considered separately
the following sections.
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Figure 12-2. Protection Rings

12.3. RESTRICTING ACCESS TO DATA

To address operands in memory, a segment selector for a data segment must be loaded into a
data-segment register (the DS, ES, FS, GS, or SS registers). The processor checks the
segment's privilege levels. The check is performed when the segment selector is loaded. As
Figure 12-3 shows, three different privilege levels enter into this type of privilege check.

The three privilege levels which are checked are:

1.

12-8

The CPL (current privilege level) of the program. This is held in the two least-significant
bit positions of the CS register.

The DPL (descriptor privilege level) of the segment descriptor of the segment containing
the operand.

The RPL (requestor's privilege level) of the selector used to specify the segment
containing the operand. This is held in the two lowest bit positions of the segment
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register used to access the operand (the SS, DS, ES, FS, or GS registers). If the opera
is in the stack segment, the RPL is the same as the CPL.

OPERAND SEGMENT DESCRIPTOR
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]
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PRIVILEGE
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DPL DESCRIPTOR PRIVILEGE LEVEL
RPL REQUESTED PRIVILEGE LEVEL
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Figure 12-3. Privilege Check for Data Access

Instructions may load a segment register only if the DPL of the segment is the same or a les
privileged level (greater privilege number) than the less privileged of the CPL and the
selector's RPL.

The addressable domain of a task varies as its CPL changes. When the CPL is 0, da
segments at all privilege levels are accessible; when the CPL is 1, only data segments
privilege levels 1 through 3 are accessible; when the CPL is 3, only data segments &
privilege level 3 are accessible.

Systems that use only two of the four possible privilege levels should use levels 0 and 3.
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12.3.1. Accessing Data in Code Segments

It may be desirable to store data in a code segment, for example, when both code and data
are provided in ROM. Code segments may legitimately hold constants; it is not possible to
write to a segment defined as a code segment, unless a data segment is mapped to the same
address space. The following methods of accessing data in code segments are possible:

1. Load a data-segment register with a segment selector for a nonconforming, readable,
executable segment.

2. Load a data-segment register with a segment selector for a conforming, readable,
executable segment.

3. Use a code-segment override prefix to read a readable, executable segment whose
selector already is loaded in the CS register.

The same rules for access to data segments apply to case 1. Case 2 is always valid because
the privilege level of a code segment with a set Conforming bit is effectively the same as the
CPL, regardless of its DPL. Case 3 is always valid because the DPL of the code segment
selected by the CS register is the CPL.

12.4. RESTRICTING CONTROL TRANSFERS

Control transfers are provided by the JMP, CALL, RET, INT, and IRET instructions, as well
as by the exception and interrupt mechanisms. Exceptions and interrupts are special cases
discussed in Chapter 14. This chapter discusses only the JMP, CALL, and RET instructions.

The near forms of the JMP, CALL, and RET instructions transfer program control within the
current code segment, and therefore are subject only to limit checking. The processor checks
that the destination of the JMP, CALL, or RET instruction does not exceed the limit of the
current code segment. This limit is cached in the CS register, so protection checks for near
transfers do not degrade performance.

The operands of the far forms of thelP and CALL instruction refer to other segments, so
the processor performs privilege checking. There are two wdPaor CALL instruction
can refer to another segment:

1. The operand selects the descriptor of another executable segment.
2. The operand selects a call gate descriptor.

As Figure 12-4 shows, two different privilege levels enter into a privilege check for a control
transfer which does not use a call gate:

1. The CPL (current privilege level).
2. The DPL of the descriptor of the destination code segment.
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Figure 12-4. Privilege Check for Control Transfer Without Gate

Normally the CPL is equal to the DPL of the segment which the processor is currently
executing. The CPL may, however, be greater (less privileged) than the DPL if the curren
code segment is a conforming segment (as indicated by the Type field of its segmen
descriptor). A conforming segment runs at the privilege level of the calling procedure. The
processor keeps a record of the CPL cached in the CS register; this value can be differe
from the DPL in the segment descriptor of the current code segment.

The processor only permits a JMP or CALL instruction directly into another segment if either
of the following privilege rules is satisfied:

®* The DPL of the segment is equal to the CPL.

® The segment is a conforming code segment, and its DPL is less (more privileged) thar
the CPL.

Conforming segments are used for programs, such as math libraries and some kinds
exception handlers, which support applications but do not require access to protected syste
facilities. When control is transferred to a conforming segment, the CPL does not change
even if the selector used to address the segment has a different RPL. This is the onl
condition in which the CPL may be different from the DPL of the current code segment.
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Most code segments are not conforming. For these segments, control can be transferred
without a gate only to other code segments at the same level of privilege. It is sometimes
necessary, however, to transfer control to higher privilege levels. This is accomplished with
the CALL instruction using call-gate descriptors, which is explained in Chapter 13. The JMP
instruction may never transfer control to a nonconforming segment whose DPL does not
equal the CPL.

12.5. GATE DESCRIPTORS

To provide protection for control transfers among executable segments at different privilege
levels, the processor uses gate descriptors. There are four kinds of gate descriptors:

® (Call gates
®* Trap gates

® Interrupt gates
® Task gates

Task gates are used for task switching and are discussed in Chapter 13. Chapter 14 explains
how trap gates and interrupt gates are used by exceptions and interrupts. This chapter is
concerned only with call gates. Call gates are a form of protected control transfer. They are
used for control transfers between different privilege levels. They only need to be used in
systems in which more than one privilege level is used. Figure 12-5 illustrates the format of a
call gate.

32-BIT CALL GATE

371 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16/15/714 13/12/11 10 9 8 /7 6 & /4 3 2 1 O

D

OFFSET IN SEGMENT 31:16 Pl p 0|t 1 00|00 0| PWORD & .,
i COUNT

SEGMENT SELECTOR OFFSET IN SEGMENT 15:00 +0

D\ N 2D 2W AT 2WWRA WA VAR AT AGWIDWWAIAN2LNMNANN Y 3 T § 5 A Y 2\ NQ

DPL DESCRIPTOR PRIVILEGE LEVEL

P SEGMENT PRESENT
APM70

Figure 12-5. Call Gate

A call gate has two main functions:

1. To define an entry point of a procedure.
2. To specify the privilege level required to enter a procedure.

12-12



]
I ntel ® PROTECTION

CALL and JMP instructions useall gate descriptors in the same manner as code segment
descriptors. When the hardware recognizes that the segment selector for the destination refe
to a gate descriptor, the operation of the instruction is determined by the contents of the ca
gate. A call gate descriptor may reside in the GDT or in an LDT, but not in the interrupt
descriptor table (IDT).

The selector and offset fields of a gate form a pointer to the entry point of a procedure. A cal
gate guarantees that all control transfers to other segments go to a valid entry point, rathe
than to the middle of a procedure (or worse, to the middle of an instruction). The operand o
the control transfer instruction is not the segment selector and offset within the segment t
the procedure's entry point. Instead, the segment selector points to a gate descriptor, and t
offset is not used. Figure 12-6 shows this form of addressing.

H DESTINATION ADDRESS Hl

15 0 31 NOT USED 0

| SELECTOR | | OFFSET WITHIN SEGMENT |

DESCRIPTOR TABLE

OFFSET DPL | COUNT GATE
SELECTOR OFESET DESCRIPTOR
BASE | PPL | BASE CODE SEGMENT
( BASE DESCRIPTOR
PROCEDURE ENTRY
POINT

APM71

Figure 12-6. Call Gate Mechanism

As shown in Figure 12-7, four different privilege levels are used to check the validity of a
control transfer through a call gate.
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CALL GATE

7 30292827 262524232221 2019 18 17 16/15/714 13/12 11 10 9 8/7 6 & /4 3 2 1 0

D
p
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+4

+0

D\ N 2D 2| AT 2WWRA WA VAR AT AGNDWWAIN2LNMNAN Y /3 T § 5 AY2A\R

DESTINATION CODE SEGMENT DESCRIPTOR

7 30 29 28 27 26 25 24/23/22/21/20/19 18 17 16/15/714 13/12 11 10 9 8/7 6 & 4 3 2 1 P

D
p
L

+4

+0

D\ N 20 2B AT 2 W A 2322 2\ VA AR AT AGWD WAAIANL\NAN Q /\T & S A YR AR

CURRENT CODE SEGMENT REGISTER

CPL I

CALL GATE SELECTOR

RPL I

CPL CURRENT PRIVILEGE LEVEL
DPL DESCRIPTOR PRIVILEGE LEVEL
RPL REQUESTED PRIVILEGE LEVEL

YYvY

PRIVILEGE
CHECK

APM75

Figure 12-7. Privilege Check for Control Transfer with Call Gate
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The privilege levels checked during a transfer of execution through a call gate are:

1. The CPL (current privilege level).

2. The RPL (requestor's privilege level) of the segment selector used to specify the cal
gate.

3. The DPL (descriptor privilege level) of the gate descriptor.
4. The DPL of the segment descriptor of the destination code segment.

The DPL field of the gate descriptor determines from which privilege levels the gate may be
used. One code segment can have several procedures which are intended for use frc
different privilege levels. For example, an operating system may have some services whicl
are intended to be used by both the operating system and application software, such
routines to handle character I/O, while other services may be intended only for use by
operating system, such as routines which initialize device drivers.

Gates can be used for control transfers to more privileged levels or to the same privileg
level (though they are not necessary for transfers to the same level). Only CALL instructions
can use gates to transfer to more privileged level3MR instructiorcan use a gate only to
transfer control to a code segment with the same privilege level, or to a conforming code
segment with the same or a more privileged level.

For a JMP instruction to a nonconforming segment, bottheffollowing privilege rules
must be satisfied; otherwise, a general-protection exception is generated.

* MAX (CPL,RPL)< gate DPL
® Destination code segment DPL = CPL

For a CALL instruction (or for a JMP instruction to a conforming segment), both of the
following privilege rules must be satisfied; otherwise, a general-protection exception is
generated.

* MAX (CPL,RPL)< gate DPL
® Destination code segment DRLCPL

12.5.1. Stack Switching

A procedure call to a more privileged level does the following:

1. Changes the CPL.
2. Transfers control (execution).
3. Switches stacks.

All inner protection rings (privilege levels 0, 1, and 2), have their own stacks for receiving
calls from less privileged levels. If the caller were to provide the stack, and the stack was toc
small, the called procedure might crash as a result of insufficient stack space. Instead, th
processor prevents less privileged programs from crashing more privileged programs b
creating a new stack when a call is made to a more privileged level. The new stack i
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created, parameters are copied from the old stack, the contents of registers are saved, and
execution proceeds normally. When the procedure returns, the contents of the saved registers
restore the original stack.

The processor finds the space to create new stacks using the task state segment (TSS), as
shown in Figure 12-8. (Chapter 13 discusses the TSS in more detail.) Each task has its own
TSS. The TSS contains initial stack pointers for the inner protection rings. The operating
system is responsible for creating each TSS and initializing its stack pointers. (If the
operating system does not use TSSs for multitasking, it still must allocate at least one TSS
for this stack-related purpose.) An initial stack pointer consists of a segment selector and an
initial value for the ESP register (an initial offset into the segment). The initial stack pointers
are strictly read-only values. The processor does not change them while the task runs. These
stack pointers are used only to create new stacks when calls are made to more privileged
levels. These stacks disappear when the called procedure returns. The next time the
procedure is called, a new stack is created using the initial stack pointer.

32-BIT TASK STATE SEGMENT

31 0
64
| SS2 18
ESP2 14
| SS1 10
ESP1 ocC
| SS0 8
ESPO 4
| 0

NOTE: BYTE ADDRESSES ARE IN HEXADECIMAL

APM73

Figure 12-8. Initial Stack Pointers in a TSS

When a call gate is used to change privilege levels, a new stack is created by loading an
address from the TSS. The processor uses the DPL of the destination code segment (the new
CPL) to select the initial stack pointer for privilege level 0, 1, or 2.
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The DPL of the new stack segment must equal the new CPL; if not, a TSS fault is generatec
It is the responsibility of the operating system to create stacks and stack-segment descripto
for all privilege levels which are used. The stacks must be read/write as specified in the Typ
fields of their segment descriptors. They must contain enough space, as specified in the Lim
fields, to hold the contents of the SS and ESP registers, the return address, and the paramet
and temporary variables required by the called procedure.

As with calls within a privilege level, parameters for the procedure are placed on the stack
The parameters are copied to the new stack. The parameters can be accessed within f
called procedure using the same relative addresses which would have been used if no sta
switching had occurred. The count field of a call gate tells the processor how many
doublewords (up to 31) to copy from the caller's stack to the stack of the called procedure. |
the count is 0, no parameters are copied.

If more than 31 doublewords of data need to be passed to the called procedure, one of t
parameters can be a pointer to a data structure, or the saved contents of the SS and E
registers may be used to access parameters in the old stack space.

The processor performs the following stack-related steps in executing a procedure cal
between privilege levels.

1. The stack of the called procedure is checked to make certain it is large enough to hol
the parameters and the saved contents of registers; if not, a stack exception is generate

2. The old contents of the SS and ESP registers are pushed onto the stack of the call
procedure as two doublewords (the 16-bit SS register is zero-extended to 32 bits; the
zero-extended upper word is Intel reserved; do not use).

3. The parameters are copied from the stack of the caller to the stack of the callec
procedure.

4. A pointer to the instruction after the CALL instruction (the old contents of the CS and
EIP registers) is pushed onto the new stack. The contents of the SS and ESP registe
after the call point to this return pointer on the stack.

Figure 12-9 illustrates the stack frame before, during, and after a successful interleve
procedure call and return.
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NEW STACK:
OLD STACK AFTER CALL, OLD STACK, AFTER RETURN
BEFORE CALL: BEFORE RETURN: WITH FAR RET N (N = 3):
OLD SS
é ESP
OLD ESP
PARM 1
PARM 1
PARM 2
PARM 2
PARM 3 é ESP
PARM 3
oLD CS
OLD EIP é ESP
APM79

Figure 12-9. Stack Frame during Interlevel Call

The TSS does not have a stack pointer for a privilege level 3 stack, because a procedure at
privilege level 3 cannot be called by a less privileged procedure. The stack for privilege level

3 is preserved by the contents of the SS and EIP registers which have been saved on the stack
of the privilege level called from level 3.

A call using a call gate does not check the values ofvitrels copied onto the new stack.
The called procedure should check each parameter for validity. A later section discusses how
the ARPL, VERR, VERW, LSL, and LAR instructions can be used to check pointer values.

12.5.2. Returning from a Procedure

The near forms of the RET instruction only transfer control within the current code segment,
therefore are subject only to limit checking. The offset to the instruction following the CALL
instruction is popped from the stack into the EIP register. The processor checks that this
offset does not exceed the limit of the current code segment.

The far form of the RET instruction pops the return address which was pushed onto the stack
by an earlier far CALL instruction. Under normal conditions, the return pointer is valid,
because it was generated by a CALL or INT instruction. Nevertheless, the processor
performs privilege checking because of the possibility that the current procedure altered the
pointer or failed to maintain the stack properly. The RPL of the code-segment selector
popped off the stack by the return instruction should have the privilege level of the calling
procedure.

A return to another segment can change privilege levels, but only toward less privileged
levels. When a RET instruction encounters a saved CS value whose RPL is numerically
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greater (less privileged) than the CPL, a return across privilege levels occurs. A return of thi
kind performs these steps:

1.

The checks shown in Table 12-2 are made, and the CS, EIP, SS, and ESP registers «
loaded with their former values, which were saved on the stack.

The old contents of the SS and ESP registers (from the top of the current stack) ar
adjusted by the number of bytes indicated in the RET instruction. The resulting ESP
value is not checked against the limit of the stack segment. If the ESP value is beyonc
the limit, that fact is not recognized until the next stack operation. (The contents of the
SS and ESP registers for the returning procedure are not preserved; normally, thei
values are the same as those contained in the TSS.)

The contents of the DS, ES, FS, and GS segment registers are checked. If any of the
registers refer to segments whose DPL is less than the new CPL (excluding conforming
code segments), the segment register is loaded with the null selector (Index = 0, Tl = 0)
The RET instruction itself does not signal exceptions in these cases; however, any
subsequent memory reference using a segment register containing the null selector wi
cause a general-protection exception. This prevents less privileged code from accessin
more privileged segments using selectors left in the segment registers by a more
privileged procedure.
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Table 12-2. Interlevel Return Checks

Type of Check Exception Type Error Code

Top-of-stack + 7 must be within stack segment limit Stack 0

RPL of return code segment must be greater than the CPL Protection Return CS
Return code segment selector must be non-null Protection Return CS
Return code segment descriptor must be within descriptor table Protection Return CS
limit

Return segment descriptor must be a code segment Protection Return CS
Return code segment is present Segment not present Return CS
DPL of return non-conforming code segment must equal RPL of Protection Return CS

return code segment selector, or DPL of return conforming code
segment must be less than or equal to RPL of return code
segment selector

ESP + N + 15* must be within the stack segment limit Stack fault 0
Segment selector at ESP + N + 12* must be non-null Protection Return SS
Segment descriptor at ESP + N + 12* must be within descriptor Protection Return SS
table limit

Stack segment descriptor must be read/write Protection Return SS
Stack segment must be present Stack fault Return SS
Old stack segment DPL must be equal to RPL of old code Protection Return SS
segment

Old stack segment selector must have an RPL equal to the DPL Protection Return SS

of the old stack segment

* N is the value of the immediate operand supplied with the RET instruction.

12.6. INSTRUCTIONS RESERVED FOR THE OPERATING SYSTEM

Instructions which can affect the protection mechanism or influence general system
performance can only be executed by trusted procedures. The processor has two classes of
such instructions:

1. Privileged instructions—those used for system control.
2. Sensitive instructions—those used for 1/O and I/O-related activities.

12.6.1. Privileged Instructions

The instructions which affect protected facilities can be executed only when the CPL is O
(most privileged). If one of these instructions is executed when the CPL is not 0, a general-
protection exception is generated. These instructions include:
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CLTS

HLT

INVD

INVLPG

LGDT

LIDT

LLDT

LMSW

LTR

MOQV to/from CRn
MOQV to/from DRn
WBINVD

PROTECTION

—<Clear Task-Switched Flag
—Halt Processor
—Invalidate Cache
—Invalidate TLB Entry
—Load GDT Register
—Load IDT Register
—Load LDT Register
—Load Machine Status Word
—Load Task Register
—Move to Control Register n
—Move to Debug Register n
—Writeback and Invalidate Cache

12.6.2. Sensitive Instructions

Instructions which deal with 1/0 need to be protected, but they also need to be used b
procedures executing at privilege levels other than 0 (the most privileged level). The
mechanisms for protection of 1/O operations are covered in detail in Chapter 15.

12.7. INSTRUCTIONS FOR POINTER VALIDATION

Pointer validation is necessary for maintaining isolation between privilege levels. It consists
of the following steps:

1. Check whether the supplier of the pointer is allowed to access the segment.
2. Check whether the segment type is compatible with its use.
3. Check whether the pointer offset exceeds the segment limit.

Although the processor automatically performs checks 2 and 3 during instruction execution,
software must assist in performing the first check. The ARPL instruction is provided for this
purpose. Software also can use steps 2 and 3 to check for potential violations, rather the
waiting for an exception to be generated. The LAR, LSL, VERR, and VERW instructions are
provided for this purpose.

LAR (Load Access Rights)is used to verify that a pointer refers to a segment of a

compatible privilege level and type. The LAR instruction has one operand: a segment
selector for the descriptor whose access rights are to be checked. Conforming code segmel
may be accessed from any privilege level. Any other segment descriptor must be readable
a privilege level which is numerically greater (less privileged) than the CPL and the
selector's RPL. If the descriptor is readable, the LAR instruction gets the second doublewort
of the descriptor, masks this value with 00FxFFOOH, stores the result into the specified 32-bi
destination register, and sets the ZF flag. (The x indicates that the corresponding four bits c
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the stored value are undefined.) Once loaded, the access rights can be tested. All valid de-
scriptor types can be tested by the LAR instruction. If the RPL or CPL is greater than the
DPL, or if the segment selector would exceed the limit for the descriptor table, zero is
returned, and the ZF flag is cleared.

LSL (Load Segment Limit) allows software to test the limit of a segment descriptor. If the
descriptor referenced by the segment selector (in memory or a register) is readable at the
CPL, the LSL instruction loads the specified 32-bit register with a 32-bit, byte granular limit
calculated from the concatenated limit fields and the G bit of the descriptor. This only can be
done for descriptors which describe segments (data, code, task state, and local descriptor
tables); gate descriptors are inaccessible. (Table 12-3 lists in detail which types are valid and
which are not.) Interpreting the limit is a function of the segment type. For example,
downward-expandable data segments (stack segments) treat the limit differently than other
kinds of segments. For both the LAR and LSL instructions, the ZF flag is set if the load was
successful; otherwise, the ZF flag is cleared.

Table 12-3. Valid Descriptor Types for LSL Instruction

Type Code Descriptor Type Valid?
0 Reserved No
1 Reserved No
2 LDT Yes
3 Reserved No
4 Reserved No
5 Task Gate No
6 Reserved No
7 Reserved No
8 Reserved No
9 Available 32-bit TSS Yes
A Reserved No
B Busy 32-bit TSS Yes
C 32-bit Call Gate No
D Reserved No
E 32-bit Interrupt Gate No
F 32-bit Trap Gate No

An additional check, the alignment check, can be applied at CPL = 3. When both the AM bit
in CRO and the AC flag are set, unaligned memory references generate exceptions. This is
useful for programs which use the low two bits of pointers to identify the type of data
structure they address. For example, a subroutine in a math library may accept pointers to
numeric data structures. If the type of this structure is assigned a code of 10 (binary) in the
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lowest two bits of pointers to this type, math subroutines can correct for the type code by
adding a displacement of —10 (binary). If the subroutine should ever receive the wrong
pointer type, an unaligned reference would be produced, which would generate an exceptiot
Alignment checking accelerates the processing of programs written in symbolic-processing
(i.e., Artificial Intelligence) languages such as Lisp, Prolog, Smalltalk, and C++. It can be
used to speed up pointer tag type checking.

12.7.1. Descriptor Validation

The processor has two instructions, VERR and VERW, which determine whether a segmen
selector points to a segment which can be read or written using the CPL. Neither instructior
causes a protection fault if the segment cannot be accessed.

VERR (Verify for Reading) verifies a segment for reading and sets the ZF flag if that
segment is readable using the CPL. The VERR instruction checks the following:

® The segment selector points to a segment descriptor within the bounds of the GDT or al
LDT.

®* The segment selector indexes to a code or data segment descriptor.
® The segment is readable and has a compatible privilege level.

The privilege check for data segments and nonconforming code segments verifies that th
DPL must be a less privileged level than either the CPL or the selector's RPL. Conforming
segments are not checked for privilege level.

VERW (Verify for Writing) provides the same capability as the VERR instruction for
verifying writability. Like the VERR instruction, the VERW instruction sets the ZF flag if
the segment can be written. The instruction verifies the descriptor is within bounds, is a
segment descriptor, is writable, and has a DPL which is a less privileged level than either thi
CPL or the selector's RPL. Code segments are never writable, whether conforming or not.

12.7.2. Pointer Integrity and RPL

The requestor’s privilege level (RPL) can prevent accidental use of pointers which crash
more privileged code from a less privileged level.

A common example is a file system procedure, FREAD (file_id, n_bytes, buffer_ptr). This
hypothetical procedure reads data from a disk file into a buffer, overwriting whatever is
already there. It services requests from programs operating at the application level, but |
must run in a privileged mode in order to read from the system 1/O buffer. If the application
program passed this procedure a bad buffer pointer, one which pointed at critical code or da
in a privileged address space, the procedure could cause damage which would crash t
system.

Use of the RPL can avoid this problem. The RPL allows a privilege override to be assignec
to a selector. This privilege override is intended to be the privilege level of the code segmen
which generated the segment selector. In the above example, the RPL would be the CPL
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the application program which called the system level procedure. The processor
automatically checks any segment selector loaded into a segment register to determine
whether its RPL allows access.

To take advantage of the processor's checking of the RPL, the called procedure need only
check that all segment selectors passed to it have an RPL for the same or a less privileged
level as the original caller's CPL. This guarantees that the segment selectors are not more
privileged than their source. If a selector is used to access a segment which the source would
not be able to access directly, i.e. the RPL is less privileged than the segment's DPL, a
general-protection exception is generated when the selector is loaded into a segment register.

ARPL (Adjust Requested Privilege Leveljadjusts the RPL field of a segment selector to be

the larger (less privileged) of its original value and the value of the RPL field for a segment
selector stored in a general register. The RPL fields are the two least significant bits of the
segment selector and the register. The latter normally is a copy of the caller's CS register on
the stack. If the adjustment changes the selector's RPL, the ZF flag is set; otherwise, the ZF
flag is cleared.

12.8. PAGE-LEVEL PROTECTION

Protection applies to both segments and pages. When the flat model for memory
segmentation is used, page-level protection prevents programs from interfering with each
other.

Each memory reference is checked to verify that it satisfies the protection checks. All checks
are made before the memory cycle is started; any violation prevents the cycle from starting
and results in an exception. Because checks are performed in parallel with address
translation, there is no performance penalty. There are two page-level protection checks:

1. Restriction of addressable domain.

2. Type checking.

A protection violation results in an exception. See Chapter 14 for an explanation of the
protected-mode exception mechanism. This chapter describes the protection violations which
lead to exceptions.

12.8.1. Page-Table Entries Hold Protection Parameters

Figure 12-10 highlights the fields of a page table entry which control access to pages. The
protection checks are applied for both first- and second-level page tables.
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(371 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12/11 10 9 /8 7/6/5/4/3 /2 /1[0
P(P|U|R
PAGE FRAME ADDRESS 31:12 AVAIL |00 D A [C|\W|/]|/]|P
D[T|S|W
R/W  READ/WRITE
u/s USER/SUPERVISOR APMT7

Figure 12-10. Protection Fields of a Page Table Entry

12.8.1.1. RESTRICTING ADDRESSABLE DOMAIN

Privilege is interpreted differently for pages than for segments. With segments, there are fou
privilege levels, ranging from 0 (most privileged) to 3 (least privileged). With pages, there
are two levels of privilege:

1. Supervisor level (U/S=0)—for the operating system, other system software (such a:
device drivers), and protected system data (such as page tables).

2. User level (U/S=1)—for application code and data.

The privilege levels used for segmentation are mapped into the privilege levels used fol
paging. If the CPL is 0, 1, or 2, the processor is running at supervisor level. If the CPL is 3,
the processor is running at user level. When the processor is running at supervisor level, a
pages are accessible. When the processor is running at user level, only pages from the us
level are accessible.

12.8.1.2. TYPE CHECKING

Only two types of pages are recognized by the protection mechanism:

1. Read-only access (R/W=0).
2. Read/write access (R/W=1).

When the processor is running at supervisor level with the WP bit in the CRO register clea
(its state following reset initialization), all pages are both readable and writable (write-
protection is ignored). When the processor is running at user level, only pages which belon
to user level and are marked for read/write access are writable. User-level pages which ai
read/write or read-only are readable. Pages from the supervisor level are neither readable n
writable from user level. A general-protection exception is generated on any attempt to
violate the protection rules.

Setting the WP bit in the CRO register enables supervisor-mode sensitivity to write-protectec
pages.
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The supervisor write-protect feature is also useful for implementing the copy-on-write
strategy used by some operating systems, such as UNIX, for task creation (also called forking
or spawning). When a new task is created, it is possible to copy the entire address space of
the parent task. This gives the child task a complete, duplicate set of the parent's segments
and pages. An alternative strategy, copy-on-write, saves memory space and time by mapping
the child's segments and pages to the same segments and pages used by the parent task. A
private copy of a page gets created only when one of the tasks writes to the page. By using
the WP bit, the supervisor can detect an attempt to write to a user- or supervisor-level page,
and can copy the page at that time.

12.8.2. Combining Protection of Both Levels of Page Tables

For any one page, the protection attributes of its page directory entry (first-level page table)
may differ from those of its second-level page table entry. The processor checks the
protection for a page by examining the protection specified in both the page directory (first-
level page table) and the second-level page table. Table 12-4 shows the protection provided
by the possible combinations of protection attributes when the WP bit is clear.

12.8.3. Overrides to Page Protection

Certain accesses are checked as if they are privilege-level 0 accesses, for any value of CPL:

® Access to segment descriptors (LDT, GDT, TSS and IDT).

® Access to inner stack during a CALL instruction, or exceptions and interrupts, when a
change of privilege level occurs.
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Table 12-4. Combined Page Directory and Page Table Protection

PROTECTION

Page Directory Entry Page Table Entry Combined Effect

Privilege Access Type Privilege Access Type Privilege Access Type
User Read-Only User Read-Only User Read-Only
User Read-Only User Read-Write User Read-Only
User Read-Write User Read-Only User Read-Only
User Read-Write User Read-Write User Read/Write
User Read-Only Supervisor Read-Only Supervisor Read/Write*
User Read-Only Supervisor Read-Write Supervisor Read/Write*
User Read-Write Supervisor Read-Only Supervisor Read/Write*
User Read-Write Supervisor Read-Write Supervisor Read/Write
Supervisor Read-Only User Read-Only Supervisor Read/Write*
Supervisor Read-Only User Read-Write Supervisor Read/Write*
Supervisor Read-Write User Read-Only Supervisor Read/Write*
Supervisor Read-Write User Read-Write Supervisor Read/Write
Supervisor Read-Only Supervisor Read-Only Supervisor Read/Write*
Supervisor Read-Only Supervisor Read-Write Supervisor Read/Write*
Supervisor Read-Write Supervisor Read-Only Supervisor Read/Write*
Supervisor Read-Write Supervisor Read-Write Supervisor Read/Write

*If the WP bit of CRO is set, the access type is determined by the R/W bits of the page directory and page
table entries

12.9. COMBINING PAGE AND SEGMENT PROTECTION

When paging is enabled, the processor first evaluates segment protection, then evaluat
page protection. If the processor detects a protection violation at either the segment level c
the page level, the operation does not go through; an exception occurs instead. If a
exception is generated by segmentation, no paging exception is generated for the operation.

For example, it is possible to define a large data segment which has some parts which al
read-only and other parts which are read-write. In this case, the page directory (or page tabl
entries for the read-only parts would have the U/S and R/W bits specifying no write acces:
for all the pages described by that directory entry (or for individual pages specified in the
second-level page tables). This technique might be used, for example, to define a large da
segment, part of which is read-only (for shared data or ROMmed constants). This defines
flat data space as one large segment, with flat pointers used to access this flat space, wh
protecting shared data, shared files mapped into the virtual space, and supervisor areas.
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CHAPTER 13
PROTECTED-MODE MULTITASKING

The Pentium processor provides hardware support for multitasking. A task is a program
which is running, or waiting to run while another program is running. A task is invoked by an
interrupt, exception, jump, or call. When one of these forms of transferring execuigedis

with a destination specified by an entry in one of the descriptor tables, this descriptor can b
a type which causes a new task to begin execution after saving the state of the current tas
There are two types of task-related descriptors which can occur in a descriptor table: tas
state segment descriptors and task gates. When execution is passed to either kind
descriptor, a task switch occurs.

A task switch is like a procedure call, but it saves more processor state information. A task
switch transfers execution to a completely new environment, the environment of a task. This
requires saving the contents of nearly all grecessor registers, including ti#-LAGS
register and the segment registers. Unlike procedures, tasks are not re-entrant. A task swit
does not push anything on the stack. The processor state information is saved in a da
structure in memory, called a task state segment.

The registers and data structures which support multitasking are:

® Task state segment.

® Task state segment descriptor.
® Task register.

® Task gate descriptor.

With these structures, the processor can switch execution from one task to another, saving tt
context of the original task to allow the task to be restarted. The processor also offers twe
other task-management features:

1. Interrupts and exceptions can cause task switches (if needed in the system design). Tl
processor can not only perform a task switch to handle the interrupt or exception, but it
can automatically switch back when the interrupt or exception returns. This mechanism
can handle interrupts that occur during interrupt tasks.

2. With each switch to another task, the processor also can switch to another LDT. This ca
be used to give each task a different logical-to-physical address mapping. This is ar
additional protection feature, because tasks can be isolated and prevented fron
interfering with one another. The PDBR register also is reloaded. This allows the paging
mechanism to be used to enforce the isolation between tasks.
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Use of the multitasking mechanism is optional. In some applications, it may not be the best
way to manage program execution. Where extremely fast response to interrupts is needed,
the time required to save the processor state may be too great. A possible compromise in
these situations is to use the task-related data structures, but perform task switching in
software. This allows a smaller processor state to be saved. This technique can be one of the
optimizations used to enhance system performance after the basic functions of a system have
been implemented.

13.1. TASK STATE SEGMENT

The processor state information needed to restore a task is saved in a type of segment, called
a task state segment or TSS. Figure 13-1 shows the format of a TSS for tasks designed for 32-
bit CPUs (compatibility with 16-bit 80286 tasks is provided by a different kind of TSS; see
Chapter 23). The fields of a TSS are divided into two main categories:
1. Dynamic fields the processor updates with each task switch. These fields store:

O The general registers (EAX, ECX, EDX, EBX, ESP, EBP, ESI, and EDI).
The segment registers (ES, CS, SS, DS, FS, and GS).
The flags register (EFLAGS).
The instruction pointer (EIP).

The selector for the TSS of the previous task (updated only when a return is
expected).

2. Static fields the processor reads, but does not change. These fields are set up when a task
is created. These fields store:

O The selector for the task's LDT.

0 The CR3 register.

0 The logical address of the stacks for privilege levels 0, 1, and 2.

0 The T-bit (debug trap bit) which, when set, causes the processor to raise a debug
exception when a task switch occurs. (See Chapter 17 for more information on
debugging.)

0 The base address for the I/O permission bit map and interrupt redirection bitmap. If
present, these maps are stored in the TSS at higher addresses. The base address
points to the beginning of the I/O map and the end of the 32-byte interrupt map. (See

Chapter 15 for more information about the 1/O permission bit map and Chapter 22
for more information about interrupt redirection.)

g
g
g
g
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31 15 0
1/0 MAP BASE ADDRESS 0000000000O0O0COGOO|T| 64
0000000000O0000OO0O SELECTOR FOR TASK'S LDT 60
0000000000O0000OO0O GS 5C
0000000000O0000OO0O FS 58
0000000000O0000OO0O DS 54
0000000000O0000OO0O SS 50
0000000000O0000OO0O Cs 4C
0000000000O0000OO0O ES 48
EDI 44
ESI 40
EBP 3C
ESP 38
EBX 34
EDX 30
ECX 2C
EAX 28
EFLAGS 24
EIP 20
CR3 (PDBR) 1c
0000000000000000| SS2 18
ESP2 14
0000000000000000| Ss1 10
ESP1 c
0000000000000000| SSO 8
ESPO 4
0000000000000000| LINK (OLD TSS SELECTOR) 0

ADDRESSES ARE SHOWN IN HEXADECIMAL.

NOTE: BITS MARKED AS 0 ARE RESERVED. DO NOT USE.
APM62

Figure 13-1. 32-Bit Task State Segment
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If paging is used, it is important to avoid placing a page boundary within the part of the TSS
which is read by the processor during a task switch (the first 104 bytes). If a page boundary is
placed within this part of the TSS, the pages on either side of the boundary must be present at
the same time. In addition, if paging is used, the pages corresponding to the old task’s TSS,
the new task’s TSS, and the descriptor table entries for each should be marked as present and
read/write. It is an unrecoverable error to receive a page fault or general-protection exception
after the processor has started to read the TSS.

13.2. TSS DESCRIPTOR

The task state segment, like all other segments, is defined by a descriptor 1Bigusbows
the format of a TSS descriptor.

TSS DESCRIPTOR

137 30 29 28 27 26 25 24/23/22/21/20/79 18 17 16/15/14 13/72/11 10 9 8/7 6 & 4 3 2 1 O
Al LT D TYPE
BASE3124 (G [o[o|v| ST [P| P BASE 23:16
L : L |0 1|0 |B|1
BASE ADDRESS 15:00 SEGMENT LIMIT 15:00

A\ W2V W AT WWRA X222 VA WAT AN AANIN2NMNY 3T § 5 AJ 2\ N

AVL AVAILABLE FOR USE BY SYSTEM SOFTWARE
B BUSY BIT

BASE SEGMENT BASE ADDRESS

DPL DESCRIPTOR PRIVILEGE LEVEL

G GRANULARITY
LIMIT SEGMENT LIMIT
P SEGMENT PRESENT

TYPE SEGMENT TYPE
APM61

Figure 13-2. TSS Descriptor

The Busy bit in the Type field indicates whether the task is busy. A busy task is currently
running or waiting to run. A Type field with a value of 9 indicates an inactive task; a value of
11 (decimal) indicates a busy task. Tasks are not recursive. The processor uses the Busy bit
to detect an attempt to call a task whose execution has been interrupted.

The Base, Limit, and DPL fields and the Granularity bit and Present bit have functions
similar to their use in data-segment descriptors. The Limit field must have a value equal to or
greater than 67H, one byte less than the minimum size of a task state. An attempt to switch to
a task whose TSS descriptor has a limit less than 67H generates an exception. A larger limit
is required if an I/O permission map is used. A larger limit also may be required for the
operating system, if the system stores additional data in the TSS.
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A procedure with access to a TSS descriptor can cause a task switch. In most systems, t
DPL fields of TSS descriptors should be less than 3, so only privileged software can perforn
task switching.

Access to a TSS descriptor does not give a procedure the ability to read or modify the
descriptor. Reading and modification only can be done using a data descriptor mapped to tt
same location in memory. Loading a TSS descriptor into a segment register generates &
exception. TSS descriptors only may reside in the GDT. An attempt to access a TSS using
selector with a set Tl bit (which indicates the current LDT) generates an exception.

13.3. TASK REGISTER

The task register (TR) is used to find the current TSS. Figure 13-3 shows the path by whicl
the processor accesses the TSS.

The task register has both a visible part (i.e., a part which can be read and changed &
software) and an invisible part (i.e., a part maintained by the processor and inaccessible t
software). The selector in the visible portion indexes to a TSS descriptor in the GDT. The
processor uses the invisible portion of the TR register to retain the base and limit values fror
the TSS descriptor. Keeping these values in a register makes execution of the task mot
efficient, because the processor does not need to fetch these values from memory to referer
the TSS of the current task.

The LTR and STR instructions are used to modify and read the visible portion of the task
register. Both instructions take one operand, a 16-bit segment selector located in memory ¢
a general register.

LTR (Load task register) loads the visible portion of the task register with the operand,
which must index to a TSS descriptor in the GDT. The LTR instruction also loads the
invisible portion with information from the TSS descriptor. The LTR instruction is a
privileged instruction; it may be executed only when the CPL is 0. The LTR instruction
generally is used during system initialization to put an initial value in the task register;
afterwards, the contents of the TR register are changed by events which cause a task switch

STR (Store task register)stores the visible portion of the task register in a general register
or memory.
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TASK STATE SEGMENT
VISIBLE PART INVISIBLE PART
SELECTOR BASE ADDRESS SEGMENT LIMIT TR
GLOBAL

DESCRIPTOR TABLE

| N

|
TSS DESCRIPTOR —

APM60

Figure 13-3. Task Register

13.4. TASK GATE DESCRIPTOR

A task gate descriptor provides an indirect, protected reference to a task.

illustrates the format of a task gate.
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TASK GATE DESCRIPTOR

37 30 29 28 27 26 26 24 23 22 21 20 19 18 17 16/15/14 13/12[11 10 9 8/7 6 & 4 3 2 1 O,

D
RESERVED Pl P |O
L

RESERVED +4

TSS SEGMENT SELECTOR RESERVED +0

3\ W2V 22T WW AW 2N WA RATAGNWAARAINRANNNY /T § 5 &3 27\ 0

DPL DESCRIPTOR PRIVILEGE LEVEL
P SEGMENT PRESENT
TYPE SEGMENT TYPE
APMS8

Figure 13-4. Task Gate Descriptor

The Selector field of a task gate indexes to a TSS descriptor. The RPL in this selector is nc
used.

The DPL of a task gate controls access to the descriptor for a task switch. A procedure ma
not select a task gate descriptor unless the selector's RPL and the CPL of the procedure ¢
numerically less than or equal to the DPL of the descriptor. This prevents less privileged
procedures from causing a task switch. (Note that when a task gate is used, the DPL of tf
destination TSS descriptor is not used.)

A procedure with access to a task gate can cause a task switch, as can a procedure w
access to a TSS descriptor. Both task gates and TSS descriptors are provided to satisfy tht
needs:

1. The need for a task to have only one Busy bit. Because the Busy bit is stored in the TS
descriptor, each task should have only one such descriptor. There may, however, b
several task gates which select a single TSS descriptor.

2. The need to provide selective access to tasks. Task gates fill this need, because they ¢
reside in an LDT and can have a DPL which is different from the TSS descriptor's DPL.
A procedure which does not have sufficient privilege to use the TSS descriptor in the
GDT (which usually has a DPL of 0) can still call another task if it has access to a task
gate in its LDT. With task gates, the operating system can limit task switching to
specific tasks.

3. The need for an interrupt or exception to cause a task switch. Task gates also may resi
in the IDT, which allows interrupts and exceptions to cause task switching. When an
interrupt or exception supplies a vector to a task gate, the processor switches to th
indicated task.

Figure 13-5 illustrates how both a task gate in an LDT and a task gate in the IDT can identify
the same task.
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LOCAL GLOBAL TASK STATE
DESCRIPTOR TABLE DESCRIPTOR TABLE SEGMENT

— TASK GATE —j [—TSS DESCRIPTOR —

INTERRUPT
DESCRIPTOR TABLE

I
— TASK GATE

APM59

Figure 13-5. Task Gates Reference Tasks

13.5. TASK SWITCHING

The processor transfers execution to another task in any of four cases:

1. The current task executes a JMP or CALL to a TSS descriptor.
The current task executes a JMP or CALL to a task gate.

2
3. An interrupt or exception indexes to a task gate in the IDT.
4. The current task executes an IRET when the NT flag is set.
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The JMP, CALL, and IRET instructions, as well as interrupts and exceptions, are all ordinary
mechanisms of the processor which can be used in circumstances in which no task switc
occurs. The descriptor type (when a task is called) or the NT flag (when the task returns
make the difference between the standard mechanism and the form which causes a ta
switch.

To cause a task switch, a JMP or CALL instructgam transfer execution to either a TSS
descriptor or a task gate. The effect is the same in either case: the processor transfe
execution to the specified task.

An exception or interrupt causes a task switch when it indexes to a task gate in the IDT. If if
indexes to an interrupt or trap gate in the IDT, a task switch does not occur. See Chapter 1
for more information on the interrupt mechanism.

An interrupt service routine always returns execution to the interrupted procedure, which
may be in another task. If the NT flag is clear, a normal return occurs. If the NT flag is set, &
task switch occurs. The task receiving the task switch is specified by the TSS selector in th
TSS of the interrupt service routine.

A task switch has these steps:

1. Check that the current task is allowed to switch to the new task. Data-access privilege
rules apply to JMP and CALL instructionBhe DPL of the TSS descriptor and the task
gate must be numerically greater (e.g., lower privilege level) than or equal to both the
CPL and the RPL of the gate selector. Exceptions, interrupts, and IRET instructions are
permitted to switch tasks regardless of the DPL of the destination task gate or TSS
descriptor.

2. Check that the TSS descriptor of the new task is marked present and has a valid limi
(greater than or equal to 67H). Errors restore any changes made in the processor sta
when an attempt is made to execute the error-generating instruction. This lets the retur
address for the exception handler point to the error-generating instruction, rather than thi
instruction following the error-generating instruction. The exception handler can fix the
condition which caused the error, and restart the task. The intervention of the exceptior
handler can be completely transparent to the application program.

3. Save the state of the current task. The processor finds the base address of the current T
in the task register. The processor registers are copied into the current TSS (the EAX
ECX, EDX, EBX, ESP, EBP, ESI, EDI, ES, CS, SS, DS, FS, GS, and EFLAGS registers,
and the instruction pointer).

4. Load the TR register with the selector to the new task's TSS descriptor, set the new task
Busy bit, and set the TS bit in the CRO register. The selector is either the operand of
JMP or CALL instruction, or it is taken from a task gate.

5. Load the new task's state from its TSS and continue execution. The registers loaded a
the LDTR register; the PDBR (CR3); the EFLAGS register; the general registers EIP,
EAX, ECX, EDX, EBX, ESP, EBP, ESI, EDI; and the segment registers ES, CS, SS, DS,
FS, and GS. Any errors detected in this step occur in the context of the new task. To a
exception handler, the first instruction of the new task appears not to have executed.
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Note that the state of the old task is always saved when a task switch occurs. If the task is
resumed, execution starts with the instruction which normally would have been next. The
registers are restored to the values they held when the task stopped running.

Every task switch sets the TS (task switched) bit in the CRO register. The TS bit is useful to
system software for coordinating the operations of the integer unit with the floating-point
unit. The TS bit indicates that the context of the floating-point unit may be different from
that of the current task. Chapter 6 discusses the TS bit and the FPU in more detail.

Exception service routines for exceptions caused by task switching (exceptions resulting
from steps 5 through 17 shown in Table 13-1 may be subject to recursive calls if they attempt
to reload the segment selector which generated the exception. The cause of the exception (or
the first of multiple causes) should be fixed before reloading the selector.

The privilege level at which the old task was running has no relation to the privilege level of

the new task. Because the tasks are isolated by their separate address spaces and task state
segments, and because privilege rules control access to a TSS, no privilege checks are
needed to perform a task switch. The new task begins executing at the privilege level
indicated by the RPL of the new contents of the CS register, which are loaded from the TSS.
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Table 13-1. Checks Made during a Task Switch

1

than or equal to CPL (unless these are
conforming segments)

Step Condition Checked Exception Error Code Reference
1 TSS descriptor is present in memory NP New Task’s TSS
2 TSS descriptor is not busy TS (for IRET); GP (for | Task’s backlink TSS
JMP, CALL, INT)
3 TSS segment limit greater than or equal to TS New Task’'s TSS
108
4 Registers are loaded from the values in the TSS
5 LDT selector of new task is valid® TS New Task’s LDT
6 Code segment DPL matches selector RPL TS New Code Segment
7 SS selector is valid? TS New Stack Segment
8 Stack segment is present in memory SF New Stack Segment
9 Stack segment DPL matches CPL TS New stack segment
10 LDT of new task is present in memory TS New Task's LDT
11 CS selector is valid® TS New Code Segment
12 Code segment is present in memory NP New Code Segment
13 Stack segment DPL matches selector RPL TS New Stack Segment
14 DS, ES, FS, and GS selectors are valic® TS New Data Segment
15 DS, ES, FS, and GS segments are readable TS New Data Segment
16 DS, ES, FS, and GS segments are present in NP New Data Segment
memory
17 DS, ES, FS, and GS segment DPL greater TS New Data Segment

NOTES: Future Intel processors may use a different order of checks.

1. NP = Segment-not-present exception, GP = General-protection exception, TS = Invalid-TSS exception,
SF = Stack exception.

2. Aselectoris valid if it is in a compatible type of table (e.g., an LDT selector may not be in any table except

the GDT), occupies an address within the table's segment limit, and refers to a compatible type of
descriptor (e.g., a selector in the CS register only is valid when it indexes to a descriptor for a code
segment; the descriptor type is specified in its Type field).

13.6. TASK LINKING

The Link field of the TSS and the NT flag are used to return execution to the previous task
The NT flag indicates whether the currently executing task is nested within the execution of
another task, and the Link field of the current task's TSS holds the TSS selector for the

higher-level task, if there is one (see Figure 13-6).
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TOP LEVEL NESTED MORE DEEPLY CURRENTLY
TASK TASK NESTED EXECUTING
TASK TASK
TSS TSS TSS EFLAGS
NT=1
NT=0 NT=1 NT=1

LINK LINK LINK TR REGISTER

APM56

Figure 13-6. Nested Tasks

When an interrupt, exception, jump, or call causes a task switch, the processor copies the
segment selector for the current task state segment into the TSS for the new task and sets the
NT flag. The NT flag indicates the Link field of the TSS has been loaded with a saved TSS
selector. The new task releases control by executing an IRET instruction. When an IRET
instruction is executed, the NT flag is checked. If it is set, the processor does a task switch to
the previous task. Table Eror! Bookmark not defined. summarizes the uses of the fields

in a TSS which are affected by task switching.
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Table 13-2. Effect of a Task Switch on Busy, NT and Link Fields

Effect of CALL
Instruction or Effect of IRET
Field Effect of Jump Interrupt Instruction
Busy bit of new task Bit is set. Must have been | Bit is set. Must have been | No change. Must be set.
clear before. clear before.
Busy bit of old task Bit is cleared. No change. Bit is Bit is cleared.
currently set.
NT flag of new task No change. Flag is set. No change.
NT flag of old task No change. No change. Flag is cleared.
Link field of new task. No change. Loaded with selector No change.

for old task’s TSS.

Link field of old task. No change. No change. No change.

Note that the NT flag may be modified by software executing at any privilege level. It is

possible for a program to set its NT bit and execute an IRET instruction, which would have
the effect of invoking the task specified in the Link field of the current task's TSS. To keep
spurious task switches from succeeding, the operating system should initialize the Link field
of every TSS it creates.

13.6.1. Busy Bit Prevents Loops

The Busy bit of the TSS descriptor prevents re-entrant task switching. There is only one
saved task context, the context saved in the TSS, therefore a task only may be called on«
before it terminates. The chain of suspended tasks may grow to any length, due to multipl
interrupts, exceptions, jumps, and calls. The Busy bit prevents a task from being called if it i
in this chain. A re-entrant task switch would overwrite the old TSS for the task, which would
break the chain.

The processor manages the Busy bit as follows:

1. When switching to a task, the processor sets the Busy bit of the new task.

2. When switching from a task, the processor clears the Busy bit of the old task if that tasl
is not to be placed in the chain (i.e., the instruction causing the task switdMR ar
IRET instruction). If the task is placed in the chain, its Busy bit remains set.

3. When switching to a task, the processor generates a general-protection exception if th
Busy bit of the new task already is set.

In this way, the processor prevents a task from switching to itself or to any task in the chain
which prevents re-entrant task switching.

The Busy bit may be used in multiprocessor configurations, because the processor asserts
bus lock when it sets or clears the Busy bit. This keeps two processors from invoking the
same task at the same time. (See Chapter 19 for more information on multiprocessing.)
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13.6.2. Modifying Task Linkages

Madification of the chain of suspended tasks may be needed to resume an interrupted task
before the task which interrupted it. A reliable way to do this is:

1. Disable interrupts.

2. First change the Link field in the TSS of the interrupting task, then clear the Busy bit in
the TSS descriptor of the task being removed from the chain.

3. Re-enable interrupts.

13.7. TASK ADDRESS SPACE

The LDT selector and PDBR (CR3) field of the TSS can be used to give each task its own
LDT and page tables. Because segment descriptors in the LDTs are the connections between
tasks and segments, separate LDTs for each task can be used to set up individual control over
these connections. Access to any particular segment can be given to any particular task by
placing a segment descriptor for that segment in the LDT for that task. If paging is enabled,
each task can have its own set of page tables for mapping linear addresses to physical
addresses.

It also is possible for tasks to have the same LDT. This is a simple and memory-efficient way
to allow some tasks to communicate with or control each other, without dropping the
protection barriers for the entire system.

Because all tasks have access to the GDT, it also is possible to create shared segments
accessed through segment descriptors in this table.

13.7.1. Task Linear-to-Physical Space Mapping

The choices for arranging the linear-to-physical mappings of tasks fall into two general
classes:

1. One linear-to-physical mapping shared among all tasks. When paging is not enabled, this
is the only choice. Without paging, all lineaddresses map to the same physical
addresses. When paging is enabled, this form of linear-to-physical mapping is obtained
by using one page directory for all tasks. The linear space may exceed the available
physical space if demand-paged virtual memory is supported.

2. Independent linear-to-physical mappings for each task. This form of mapping comes
from using a different page directory for each task. Because the PDBR (page directory
base register) is loaded from the TSS with each task switch, each task may have a
different page directory.

The linear address spaces of different tasks may map to completely distinct physical
addresses. If the entries of different page directories point to different page tables and the
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page tables point to different pages of physical memory, then the tasks do not share ar
physical addresses.

The task state segments must lie in a space accessible to all tasks so that the mapping of T
addresses does not change while the processor is reading and updating the TSSs during a t
switch. The linear space mapped by the GDT also should be mapped to a shared physic
space; otherwise, the purpose of the GDT is defeated. Figure 13-7 shows how the lines
spaces of two tasks can overlap in the physical space by sharing page tables.

13.7.2. Task Logical Address Space

By itself, an overlapping linear-to-physical space mapping does not allow sharing of data
among tasks. To share data, tasks must also have a common logical-to-linear space mappir
i.e., they also must have access to descriptors which point into a shareadideszss space.
There are three ways to create shared logical-to-physical address-space mappings:

1. Through the segment descriptors in the GDT. All tasks have access to the descriptors i
the GDT. If those descriptors point into a linear-address space which is mapped to ¢
common physical-address space for all tasks, then the tasks can share data ar
instructions.

2. Through shared LDTs. Two or more tasks can use the same LDT if the LDT selectors ir
their TSSs select the same LDT for use in address translation. Segment descriptors in tt
LDT addressing linear space mapped to overlapping physical space provide share
physical memory. This method of sharing is more selective than sharing by the GDT; the
sharing can be limited to specific tasks. Other tasks in the system may have differen
LDTs which do not give them access to the shared areas.

3. Through segment descriptors in the LDTs which map to the same linear address space.
the linear address space is mapped to the same physical space by the page mapping
the tasks involved, these descriptors permit the tasks to share space. Such descriptors
commonly called aliases. This method of sharing is even more selective than those liste
above; other descriptors in the LDTs may point to independent linear addresses whict
are not shared.
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Figure 13-7. Overlapping Linear-to-Physical Mappings
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CHAPTER 14
PROTECTED-MODE EXCEPTIONS AND
INTERRUPTS

Exceptions and interrupts are forced transfers of execution to a task or a procedure. The ta:
or procedure is called lrandler Interrupts occur at random times during the execution of a
program, in response to signals from hardware. Exceptions occur when instructions ar
executed which provoke exceptions. Usually, the servicing of interrupts and exceptions is
performed in a manner transparent to application programs. Interrupts are used to hand
events external to the processor, such as requests to service peripheral devices. Exceptic
handle conditions detected by the processor in the course of executing instructions, such :
division by zero.

There are two sources for interrupts and two sources for exceptions:

1. Interrupts

0 Maskable interrupts, which are received on the CPU's INTR input pin. Maskable
interrupts do not occur unless the interrupt-enable flag (IF) is set.

0 Nonmaskable interrupts, which are received on the NMI (Non-Maskable Interrupt)
input of the processor. The processor does not provide a mechanism to preven
nonmaskable interrupts.

2. Exceptions

O Processor-detected exceptions. These are further classifiéaules traps and

aborts

O Programmed exceptions. The INTO, INT 3, INTand BOUND instructions may
trigger exceptions. These instructions often are called "software interrupts," but the
processor handles them as exceptions.

This chapter explains the features of the processor which control and respond to interrupts.

14.1. EXCEPTION AND INTERRUPT VECTORS

The processor associates an identifying number with each different type of interrupt or
exception. This number is calledrector.

The NMI interrupt and the exceptions are assigned vectors in the range 0 through 31. Not a
of these vectors are currently used by the processor; unassigned vectors in this range ¢
reserved for possible future uses. Do not use unassigned vectors.

The vectors for maskable interrupts are determined by hardware. External interrupt
controllers (such as Intel's 8259A Programmable Interrupt Controller) put the vector on the
processor's bus during its interrupt-acknowledge cycle. Any vectors in the range 32 througt
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255 can be used. Table Eror!
exception and interrupt vectors.

Bookmark not defined.

Table 14-1. Exception and Interrupt Vectors

In

tel.

shows the assignment of

Vector Number

Description

© 0 N o o b~ W N P, O

R L O
N o oA W N B O

18
19-31
32-255

Divide Error

Debug Exception

NMI Interrupt

Breakpoint
INTO-detected Overflow
BOUND Range Exceeded
Invalid Opcode

Device Not Available

Double Fault

Invalid Task State Segment
Segment Not Present
Stack Fault

General Protection

Page Fault

(Intel reserved. Do not use.)
Floating-Point Error
Alignment Check

Machine Check*

(Intel reserved. Do not use.)

Maskable Interrupts

CoProcessor Segment Overrun (reserved)

*Machine check is a model-specific exception, available on the Pentium® microprocessor only. It may not be
continued or may not be continued with a compatible implementation in future processor generations.

Exceptions are classified &sults traps or aborts depending on the way they are reported

and whether restart of the instruction which caused the exception is supported.

Faults—A fault is an exception which is reported at the instruction boundary prior to the
instruction in which the exception was detected. The fault is reported with the machine
restored to a state which permits the instruction to be restarted. The return address for the
fault handler points to the instruction which generated the fault, rather than the instruction

following the faulting instruction.
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Traps—A trap is an exception which is reported at the instruction boundary immediately
after the instruction in which the exception was detected.

Aborts—An abort is an exception which does not always report the location of the instruction
causing the exception and does not allow restart of the program which caused the exceptio
Aborts are used to report severe errors, such as hardware errors and inconsistent or illeg
values in system tables.

14.2. INSTRUCTION RESTART

For most exceptions and interrupts, transfer of execution does not take place until the end c
the current instruction. This leaves the EIP register pointing at the instruction which comes
after the instruction which was being executed when the exception or interrupt occurred. If
the instruction has a repeat prefix, transfer takes place at the end of the current iteration wit
the registers set to execute the next iteration. But if the exception is a fault, the processc
registers are restored to the state they held before execution of the instruction began. Th
permitsinstruction restart

Instruction restart is used to handle exceptions which block access to operands. For exampl
an application program could make reference to data in a segment which is not present i
memory. When the exception occurs, the exception handler must load the segment (probab
from a hard disk) and resume execution beginning with the instruction which caused the
exception. At the time the exception occurs, the instruction may have altered the contents c
some of the processor registers. If the instruction read an operand from the stack, it i
necessary to restore the stack pointer to its previous value. All of these restoring operation
are performed by the processor in a manner completely transparent to the applicatio
program.

When a fault occurs, the EIP register is restored to point to the instruction which received the
exception. When the exception handler returns, execution resumes with this instruction.

14.3. ENABLING AND DISABLING INTERRUPTS

Certain conditions and flag settings cause the processor to inhibit certain kinds of interrupt:
and exceptions.

14.3.1. NMI Masks Further NMls

While an NMI interrupt handler is executing, the processor disables additional calls to the
procedure or task which handles the interrupt until the next IRET instruction is executed.
This prevents stacking up calls to the interrupt handler. It is recommended that interrupt
gates be used for NMI's in order to disable nested maskable interrupts, since an IRE
instruction from the maskable-interrupt handler would re-enable NMI.
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14.3.2. IF Masks INTR

The IF flag can turn off servicing of interrupts received on the INTR pin of the processor.
When the IF flag is clear, INTR interrupts are ignored; when the IF flag is set, INTR
interrupts are serviced. As with the other flag bits, the processor clears the IF flag in response
to a RESET signal. The STI and CLI instructions set and clear the IF flag.

CLI (Clear Interrupt-Enable Flag) andSTI (Set Interrupt-Enable Flag) put the IF flag

(bit 9 in the EFLAGS register) in a known state. These instructions may be executed only if
the CPL is an equal or more privileged level than the IOPL. A general-protection exception
is generated if they are executed with a lesser privileged level.

The IF flag also is affected by the following operations:

® The PUSHF instruction storeall flags on the stack, where they can be examined and
modified. ThePOPF instructiorcan be used to load the modified form back into the
EFLAGS register.

® Task switches and the POBRd IRET instructions load the EFLAGS register; therefore,
they can be used to modify the setting of the IF flag.

® Interrupts through interrupt gates automatically clear the IF flag, which disables
interrupts. (Interrupt gates are explained later in this chapter).

14.3.3. RF Masks Debug Faults

The RF flag in the EFLAGS register is used to prevent servicing an instruction breakpoint
fault multiple times. RF works as follows:

® The processor does not set the RF bit in the EFLAGS image that it pushes onto the stack
of the handler. Normally the RF image on the stack does not need to be changed by
software.

®* RFitself is set by the fault handler when it executes the IRETD instruction to return to
the faulting instruction. IRETD transfers the EFLAGS image from the stack into the
EFLAGS register. (POPF arIOPFD donot transfer the RF image into tBELAGS
register.)

®* RFis cleared by the processor at successful termination of every instruction, except after
the IRET instruction and after JMP, CALL, or INT instructions that cause a task switch.
Therefore, RF remains set for no more than one instruction — the one executed
immediately after the IRET.

®* When set, RF causes the processor to suppress reporting of instruction breakpoint faults.

Because instruction breakpoint faults are the highest priority faults, they are always reported
before any other faults for the same instruction. RF is zero for the first attempt to execute the
instruction and one for all attempts to restart the instruction after an instruction breakpoint or
any other fault. This ensures that an instruction breakpoint fault is reported only once. (See
Chapter 17 for more information on debugging.)
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14.3.4. MOV or POP to SS Masks Some Exceptions and Interrupts

Software which needs to change stack segments often uses a pair of instructions; fc
example:

MOV SS, AX
MOV ESP, StackTop

If an interrupt or exception occurs after the segment selector has been loaded but before tl
ESP register has been loaded, these two parts of the logical address into the stack space
inconsistent for the duration of the interrupt or exception handler.

To prevent this situation, the processor inhibits interrupts, debug exceptions, and single-ste
trap exceptions after either a MOV to SS instruction or a POP to SS instruction, until the
instruction boundary following the next instruction is reached. General-protection faults may
still be generated. If the LSS instruction is used to modify the contents of the SS register, thi
problem does not occur.

14.4. PRIORITY AMONG SIMULTANEOUS EXCEPTIONS AND
INTERRUPTS

If more than one exception or interrupt is pending at an instruction boundary, the processo
services them in a predictable order. The priority among classes of exception and interrug
sources is shown in Table 14-2. While priority among these classes is consistent throughot
the architecture, exceptions within each class are implementation-dependent and may vai
from processor to processor. The processor first services a pending exception or interrug
from the class which has the highest priority, transferring execution to the first instruction of
the handler. Lower priority exceptions are discarded; lower priority interrupts are held
pending. Discarded exceptions are re-issued when the interrupt handler returns execution
the point of interruption.

14-5



PROTECTED-MODE EXCEPTIONS AND INTERRUPTS In

Table 14-2.

Priority Among Simultaneous Exceptions and Interrupts

tel.

Priority

Class

Descriptions

Highest

Lowest

Class 1

Traps on the Previous Instruction

- Breakpoints

- Debug Trap Exceptions (TF flag set, T bit in TSS set, or data/lO
breakpoint)

Class 2

External Interrupts
- NMI Interrupts
- Maskable Interrupts

Class 3

Faults from fetching next instruction
- Code Breakpoint Fault

Class 4

Faults from fetching or decoding the next instruction
- Code Segment Limit Violation

- Page Fault on Prefetch

- llegal Opcode

- Instruction length > 15 bytes

- Coprocessor Not Available

Class 5

Faults on Executing an Instruction
- General Detection

- FP error (from previous FP instruction)
- Interrupt on Overflow

- Bound

- Invalid TSS

- Segment Not Present

- Stack Exception

- General Protection

- Data Page Fault

- Alignment Check

14.5. INTERRUPT DESCRIPTOR TABLE

The interrupt descriptor table (IDT) associates each exception or interrupt vector with a
descriptor for the procedure or task which services the associated event. Like the GDT and
LDTs, the IDT is an array of 8-byte descriptors. Unlike the GDT, the first entry of the IDT

may contain a descriptor. To form an index into the IDT, the processor scales the exception
or interrupt vector by eight, the number of bytes in a descriptor. Because there are only 256
vectors, the IDT need not contain more than 256 descriptors. It can contain fewer than 256

descriptors; descriptors are required only for the interrupt vectors which may occur.

The IDT may reside anywhere in physical memory. As Figure 14-1 shows, the processor
locates the IDT using the IDTR register. This register holds both a 32-bit base address and
16-bit limit for the IDT. The LIDT and SIDT instructions load and store the contents of the

IDTR register. Both instructions have one operand, which is the address of six bytes in

memory.
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47

IDTR REGISTER

16

15

IDT BASE ADDRESS

IDT LIMIT

!

\

INTERRUPT
DESCRIPTOR TABLE

——>® >

T
GATE FOR
INTERRUPT #N

T
GATE FOR
INTERRUPT #3

GATE FOR
INTERRUPT #2

GATE FOR

INTERRUPT #1

If a vector references a descriptor beyond the limit, the processor enters shutdown mode. |
this mode, the processor stops executing instructions until an NMI interrupt is received or
reset initialization is invoked. The processor generates a special bus cycle to indicate it ha
entered shutdown mode. Software designers may need to be aware of the response
hardware to receiving this signal. For example, hardware may turn on an indicator light on
the front panel, generate an NMI interrupt to record diagnostic information, or invoke reset
initialization.

LIDT (Load IDT register) loads the IDTR register with the base address and limit held in
the memory operand. This instruction can be executed only when the CPL is 0. It normally is
used by the initialization code of an operating system when creating an IDT. An operating

Figure 14-1. IDTR Locates IDT in Memory

system also may use it to change from one IDT to another.

SIDT (Store IDT register) copies the base and limit value stored in IDTR to memory. This

instruction can be executed at any privilege level.
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14.6. IDT DESCRIPTORS
The IDT may contain any of three kinds of descriptors:
® Task gates

®* Interrupt gates
®* Trap gates

Figure 14-2 shows the format of task gates, interrupt gates, and trap gates. (The task gate in
an IDT is the same as the task gate in the GDT or an LDT already discussed in Chapter 13.)
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TASK GATE

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16/15/74 13/12 11 10 9 8/7 6 &5 4 3 2 1 O,

RESERVED P(DPL|0 01 0 1 RESERVED +4

TSS SEGMENT SELECTOR RESERVED +0

S\ WV 2D WA WW A/ WA WAARAT ABNDAAABAZAMAN D 3 T § 5 A3 217N

INTERRUPT GATE

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16/15/74 13/12 11 10 9 8/7 6 5/4 3 2 1 O,

OFFSET 31..16 PIDPL{0O 1 1 1 0|0 O O|RESERVED || +4

SEGMENT SELECTOR OFFSET 15..0 +0

S\ 0V 2D WA WW A/ WX WA ARAT ABNDAAABAZANMANN D 3 T § 5 A3 2 AN

TRAP GATE

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16/15/74 13/12 11 10 9 8/7 6 5/4 3 2 1 O,

OFFSET 31..16 PIDPL{0O 1 1 1 1|0 O O|RESERVED || +4

SEGMENT SELECTOR OFFSET 15..0 +0

S\ 0 2D WA WW AW WABARAT ABNDAAABAZANANN D 3 T § 5 A3 217N

DPL DESCRIPTOR PRIVILEGE LEVEL
OFFSET OFFSET TO PROCEDURE ENTRY POINT
P SEGMENT PRESENT BIT

RESERVED DO NOT USE
SELECTOR SEGMENT SELECTOR FOR DESTINATION

CODE SEGMENT
APM122

Figure 14-2. IDT Gate Descriptors

14.7. INTERRUPT TASKS AND INTERRUPT PROCEDURES

Just as a CALL instruction can call either a procedure or a task, so an exception or interrug
can "call" an interrupt handler as either a procedure or a task. When responding to a
exception or interrupt, the processor uses the exception or interrupt vector to index to
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descriptor in the IDT. If the processor indexes to an interrupt gate or trap gate, it calls the
handler in a manner similar to a CALL to a call gate. If the processor finds a task gate, it
causes a task switch in a manner similar to a CALL to a task gate.

14.7.1. Interrupt Procedures

An interrupt gate or trap gate indirectly references a procedure which runs in the context of
the currently executing task, as shown in Figure 14-3. The selector of the gate points to an
executable-segment descriptor in either the GDT or the current LDT. The offset field of the

gate descriptor points to the beginning of the exception or interrupt handling procedure.

DESTINATION
DT CODE SEGMENT
|
[ INTERRUPT
OFFSET PROCEDURE
INTERRUPT [ INTERRUPTOR _|——> @9
VECTOR TRAP GATE
|
|
SEGMENT SELECTOR
GDT OR LDT
I BASE ADDRESS
|
[ SEGMENT |
DESCRIPTOR
|
|
APM124

Figure 14-3. Interrupt Procedure Call

The processor calls an exception or interrupt handling procedure in much the same manner as
a procedure call; the differences are explained in the following sections.
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14.7.1.1. STACK OF INTERRUPT PROCEDURE

Just as with a transfer of execution using a CALL instruction, a transfer to an exception ol
interrupt handling procedure uses the stack to store the processor state. As Figure 14-
shows, an interrupt pushes the contents of the EFLAGS register onto the stack before pushir
the address of the interrupted instruction.

NO PRIVILEGE LEVEL

CHANGE, NO ERROR CODE

PRIVILEGE LEVEL

CHANGE, NO ERROR CODE

NO PRIVILEGE LEVEL

CHANGE, WITH ERROR CODE

PRIVILEGE LEVEL

<«<— OLDESP <«<— oD ESP
OLD EFLAGS OLD EFLAGS
| oLD CS | oLD CS
OLD EIP <«<— NEWESP OLD EIP
ERROR CODE <«<— NEWESP

CHANGE, WITH ERROR CODE

UNUSED 'IF:§SP FROM UNUSED Egg FROM
| OLD SS | OLD SS
OLD ESP OLD ESP
OLD EFLAGS OLD EFLAGS
| oLD Cs | oLD Cs
OLD EIP <«<— NEWESP OLD EIP
ERROR CODE <«<— NEWESP

APM127

Figure 14-4. Stack Frame after Exception or Interrupt

Certain types of exceptions also push an error code on the stack. An exception handler ce
use the error code to help diagnose the exception.

14.7.1.2. RETURNING FROM AN INTERRUPT PROCEDURE

An interrupt procedure differs from a normal procedure in the method of leaving the
procedure. The IRET instruction is used to exit from an interrupt procedure. The IRET
instruction is similar to the RET instruction except that it increments the contents of the ESF
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register by an extra four bytes and restores the saved flags into the EFLAGS register. The
IOPL field of the EFLAGS register is restored only if the CPL is 0. The IF flag is changed
only if CPL< IOPL.

14.7.1.3. FLAG USAGE BY INTERRUPT PROCEDURE

Interrupts using either interrupt gates or trap gates cause the TF flag to be cleared after its
current value is saved on the stack as part of the saved contents of the EFLAGS register. In
so doing, the processor prevents instruction tracing from affecting interrupt response. A
subsequent IRET instruction restores the TF flag to the value in the saved contents of the
EFLAGS register on the stack.

The difference between an interrupt gate and a trap gate is its effect on the IF flag. An
interrupt which uses an interrupt gate clears the IF flag, which prevents other interrupts from
interfering with the current interrupt handler. A subsequent IRET instruction restores the IF
flag to the value in the saved contents of the EFLAGS register on the stack. An interrupt
through a trap gate does not change the IF flag.

14.7.1.4. PROTECTION IN INTERRUPT PROCEDURES

The privilege rule which governs interrupt procedures is similar to that for procedure calls:
the processor does not permit an interrupt to transfer execution to a procedure in a less
privileged segment (numerically greater privilege level). An attempt to violate this rule
results in a general-protection exception.

Because interrupts generally do not occur at predictable times, this privilege rule effectively
imposes restrictions on the privilege levels at which exception and interrupt handling
procedures can run. Either of the following techniques can be used to keep the privilege rule
from being violated.

®* The exception or interrupt handler can be placed in a conforming code segment. This
technique can be used by handlers for certain exceptions (divide error, for example).
These handlers must use only the data available on the stack. If the handler needs data
from a data segment, the data segment would have to have privilege level 3, which
would make it unprotected.

®* The handler can be placed in a code segment with privilege level 0. This handler would
always run, no matter what CPL the program has.

14.7.2. Interrupt Tasks

A task gate in the IDT indirectly references a task, as Figure 14-5 illustrates. The segment
selector in the task gate addresses a TSS descriptor in the GDT.
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IDT TSS
[

T
INTERRUPT — TASK GATE —]
VECTOR T

TSS SELECTOR

GDT
I TSS BASE ADDRESS

T
) [— TSS DESCRIPTOR  —]
|

APM125

Figure 14-5. Interrupt Task Switch

When an exception or interrupt calls a task gate in the IDT, a task switch results. Handling at
interrupt with a separate task offers two advantages:

® The entire context is saved automatically.

® The interrupt handler can be isolated from other tasks by giving it a separate addres
space. This is done by giving it a separate LDT.

A task switch caused by an interrupt operates in the same manner as the other task switch
described in Chapter 13. The interrupt task returns to the interrupted task by executing a
IRET instruction.

Some exceptions return an error code. If the task switch is caused by one of these, tf
processor pushes the code onto the stack corresponding to the privilege level of the interru
handler.

When interrupt tasks are used in an operating system, there are actually two mechanisn
which can dispatch tasks: the software scheduler (part of the operating system) and th
hardware scheduler (part of the processor's interrupt mechanism). The software scheduls
needs to accommodate interrupt tasks which may be dispatched when interrupts are enable
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14.8. ERROR CODE

With exceptions related to a specific segment, the processor pushes an error code onto the
stack of the exception handler (whether it is a procedure or task). The error code has the
format shown in Figure 14-6. The error code resembles a segment selector; however instead
of an RPL field, the error code contains two one-bit fields:

1. The processor sets the EXT bit if an event external to the program caused the exception.

2. The processor sets the IDT bit if the index portion of the error code refers to a gate
descriptor in the IDT.

31 30 29 28 27 26 25 24 23 22 271 20 19 18 17 16/15 14 13 1211 710 9 8 7 6 5 4 3/2/71 /0,

I'|E
RESERVED SELECTOR INDEX T D (X
TIT

APM121

Figure 14-6. Error Code

If the IDT bit is not set, the TI bit indicates whether the error code refers to the GDT (TI bit
clear) or to the LDT (TI bit set). The remaining 13 bits are the upper bits of the selector for
the segment. In some cases the error codaligi.e., all bits in the lower word are clear).

The error code is pushed on the stack as a doubleword or word, according to current default
size. This is done to keep the stack aligned on addresses which are multiples of four. The
upper half of the doubleword is reserved.

14.9. EXCEPTION CONDITIONS

The following sections describe conditions which generate exceptions. Each description
classifies the exception asfault, trap, or abort This classification provides information
needed by system programmers for restarting the procedure in which the exception occurred:

® Faults—The saved contents of the CS and EIP registers point to the instruction which
generated the fault.

® Traps—The saved contents of the CS and EIP registers stored when the trap occurs point
to the instruction to be executed after the instruction which generated the trap. If a trap is
detected during an instruction which transfers execution, the saved contents of the CS
and EIP registers reflect the transfer. For example, if a trap is detected in a JMP
instruction, the saved contents of the CS and EIP registers point to the destination of the
JMP instruction, not to the instruction at the next address above the JMP instruction.
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® Aborts—An abort is an exception which permits neither precise location of the
instruction causing the exception nor restart of the program which caused the exception
Aborts are used to report severe errors, such as hardware errors and inconsistent
illegal values in system tables.

14.9.1. Interrupt 0—Divide Error

The divide-error fault occurs during a DIV or an IDIV instruction when the divisor is zero.

14.9.2. Interrupt 1—Debug Exceptions

The processor generates a debug exception for a number of conditions; whether the exceptic
is a fault or a trap depends on the condition, as shown below:

Instruction address breakpoint fault
Data address breakpoint trap
General detect fault

Single-step trap

Task-switch breakpoint trap

The processor does not push an error code for this exception. An exception handler ca
examine the debug registers to determine which condition caused the exception. Se
Chapter 17 for more detailed information about debugging and the debug registers.

14.9.3. Interrupt 3—Breakpoint

The INT 3 instruction generates a breakpoint trap. The INT 3 instruction is one byte long,
which makes it easy to replace an opcode in a code segment in RAM with the breakpoin
opcode. The operating system or a debugging tool can use a data segment mapped to 1
same physical address space as the code segment to place an INT 3 instruction in plac
where it is desired to call the debugger. Debuggers use breakpoints as a suspend
program execution in order to examine registers, variables, etc.

The saved contents of the CS and EIP registers point to the byte following the breakpoint. |
a debugger allows the suspended program to resume execution, it replaces the INT
instruction with the original opcode at the location of the breakpoint, and it decrements the
saved contents of the EIP register before returning. See Chapter 17 for more information o
debugging.
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14.9.4. Interrupt 4—Overflow

The overflow trap occurs when the processor executes an INTO instruction with the OF flag
set. Because signed and unsigned arithmetic both use some of the same instructions, the
processor cannot determine when overflow actually occurs. Instead, it sets the OF flag when
the results, if interpreted as signed numbers, would be out of range. When doing arithmetic
on signed operands, the OF flag can be tested directly or the INTO instruction can be used.

14.9.5. Interrupt 5—Bounds Check

The bounds-check fault is generated when the processor, while execuB@UBND
instruction, finds that the operand exceeds the specified limits. A program can use the
BOUND instruction to check a signed array index against signed limits defined in a block of
memory.

14.9.6. Interrupt 6—Invalid Opcode

The invalid-opcode fault is generated when an invalid opcode is detected by the execution
unit. (The exception is not detected until an attempt is made to execute the invalid opcode;
i.e., prefetching an invalid opcode does not cause this exception.) No error code is pushed on
the stack. The exception can be handled within the same task.

This exception also occurs when the type of operand is invalid for the given opcode.
Examples include an intersegment JMP instruction using a register operand, or an LES
instruction with a register source operand.

A third condition which generates this exception is the use of the LOCK prefix with an
instruction which may not be locked. Only certain instructions may be used with bus locking,
and only forms of these instructions which write to a destination in memory may be used. All
other uses of the LOCK prefix generate an invalid-opcode exception.

Following is a list of undefined opcodes that are reserved by Intel. These opcodes, even
though undefined, do not generate interrupt 6.

* D6
° F1

14.9.7. Interrupt 7—Device Not Available

The device-not-available fault is generated by either of two conditions:

® The processor executes an ESC instruction, and the EM bit of the CRO register is set.

® The processor executes a WAIT instruction (with MP=1) or ESC instruction, and the TS
bit of the CRO register is set.
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Interrupt 7 thus occurs when the programmer wants ESC instructions to be handled by
software (EM set), or when a WAIT or ESC instruction is encountered and the context of the
floating-point unit is different from that of the current task.

On the Intel 286 and Intel386 processors, the MP bit in the CRO register is used with the T
bit to determine if WAIT instructions should generate exceptions. For programs running on
the Pentium and Intel486 DX processors, and Intel487 SX coprocessors, the MP bit shoul
always be set. For programs running on the Intel486 SX processor, MP should be clear.

14.9.8. Interrupt 8—Double Fault

Normally, when the processor detects an exception while trying to call the handler for a prior
exception, the two exceptions can be handled serially. If, however, the processor cannc
handle them serially, it signals the double-fault exception instead. To determine when twc
faults are to be signaled as a double fault, the processor divides the exceptions into thre
classes: benign exceptions, contributory exceptions, and page faults. Table 14-3 shows th
classification. Then, comparing the classes of the first and second exception, the process
signals a double-fault in the cases indicated by TablerfgH Bookmark not defined..

Table 14-3. Interrupt and Exception Classes

Class Vector Number Description
1 Debug Exceptions
NMI Interrupt
Benign 3 Breakpoint
Exceptions 4 Overflow
and Interrupts 5 Bounds Check
6 Invalid Opcode
7 Device Not Available
16 Floating-Point Error
0 Divide Error
Contributory 10 Invalid TSS
Exceptions 11 Segment Not Present
12 Stack Fault
13 General Protection
Page Faults 14 Page Fault
Table 14-4. Double Fault Conditions
Second Exception
First Exception Benign Contributory Page Fault
Benign OK OK OK
Contributory OK Double Fault OK
Page Fault OK Double Fault Double Fault
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An initial segment or page fault encountered while prefetching instructions is outside the
domain of Table 14&rror! Bookmark not defined.. Any further faults generated while the
processor is attempting to transfer control to the appropriate fault handler could still lead to a
double-fault sequence.

The processor always pushes an error code onto the stack of the double-fault handler;
however, the error code is always 0. The faulting instruction may not be restarted. If any
other exception occurs while attempting to call the double-fault handler, the processor enters
shutdown mode. This mode is similar to the state following execution of an HLT instruction.
No instructions are executed until an NMI interrupt or a RESET signal is received. If the
shutdown occurs while the processor is executing an NMI interrupt handler, then only a
RESET can restart the processor. The processor generates a special bus cycle to indicate it
has entered shutdown mode.

14.9.9. Interrupt 9—(Intel reserved. Do not use.)

Interrupt 9, the coprocessor-segment overrun abort, is generated in Intel386 CPU-based
systems with an Intel387 math coprocessor when the Intel386 CPU detects a page or segment
violation while transferring the middle portion of an Intel387 math coprocessor operand. This
interrupt is generated neither by the Pentium processor nor by the Intel486 processor;
interrupt 13 occurs instead.

14.9.10. Interrupt 10—Invalid TSS

An invalid-TSS fault is generated if a task switch to a segment with an invalid TSS is
attempted. A TSS is invalid in the cases shown in Table 14-5. An error code is pushed onto
the stack of the exception handler to help identify the cause of the fault. The EXT bit
indicates whether the exception was caused by a condition outside the control of the program
(e.g., if an external interrupt using a task gate attempted a task switch to an invalid TSS).
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Table 14-5. Invalid TSS Conditions

Error Code Index Description
TSS segment TSS segment limit less than 67H
LDT segment Invalid LDT or LDT not present
Stack segment Stack segment selector exceeds descriptor table limit
Stack segment Stack segment is not writable
Stack segment Stack segment DPL not compatible with CPL
Stack segment Stack segment selector RPL not compatible with CPL
Code segment Code segment selector exceeds descriptor table limit
Code segment Code segment is not executable
Code segment Non-conforming code segment DPL not equal to CPL
Code segment Conforming code segment DPL greater than CPL
Data segment Data segment selector exceeds descriptor table limit
Data segment Data segment not readable

This fault can occur either in the context of the original task or in the context of the new task.
Until the processor has completely verified the presence of the new TSS, the exceptiol
occurs in the context of the original task. Once the existence of the new TSS is verified, the
task switch is considered complete; i.e., the TR register is loaded with a selector for the nev
TSS and, if the switch is due to a CALL or interrupt, the Link field of the new TSS
references the old TSS. Any errors discovered by the processor after this point are handled
the context of the new task.

To ensure a TSS is available to process the exception, the handler for an invalid-TSS
exception must be a task called using a task gate.

14.9.11. Interrupt 11—Segment Not Present

The segment-not-present fault is generated when the processor detects that the present bit
a descriptor is clear. The processor can generate this fault in any of these cases:

®* While attempting to load the CS, DS, ES, FS, or GS registers; loading the SS register
however, causes a stack fault.

®* While attempting to load the LDT register using an LLDT instruction; loading the LDT
register during a task switch operation, however, causes an invalid-TSS exception.

* While attempting to use a gate descriptor which is marked segment-not-present.

This fault is restartable. If the exception handler loads the segment and returns, the
interrupted program resumes execution.
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If a segment-not-present exception occurs during a task switch, not all the steps of the task
switch are complete. During a task switch, the processor first &attee segment registers,

then checks their contents for validity. If a segment-not-present exception is discovered, the

remaining segment registers have not been checked and therefore may not be usable for
referencing memory. The segment-not-present handler should not rely on being able to use
the segment selectors found in the CS, SS, DS, ES, FS, and GS registers without causing
another exception. The exception handler should check all segment registers before trying to

resume the new task; otherwise, general protection faults may result later under conditions

which make diagnosis more difficult. There are three ways to handle this case:

1. Handle the segment-not-present fault with a task. The task switch back to the interrupted
task causes the processor to check the registers as it loads them from the TSS.

2. Use thePUSHand POP instructions @il segment registers. EaBfOP instruction
causes the processor to check the new contents of the segment register.

3. Check the saved contents of each segment register in the TSS, simulating the test which
the processor makes when it loads a segment register.

This exception pushes an error code onto the stack. The EXT bit of the error code is set if an
event external to the program caused an interrupt which subsequently referenced a not-
present segment. The IDT bit is set if the error code refers to an IDT entry (e.g., an INT
instruction referencing a not-present gate).

An operating system typically uses the segment-not-present exception to implement virtual
memory at the segment level. A not-present indication in a gate descriptor, however, usually
does not indicate that a segment is not present (because gates do not necessarily correspond
to segments). Not-present gates may be used by an operating system to trigger exceptions of
special significance to the operating system.

14.9.12. Interrupt 12—Stack Exception
A stack fault is generated under two conditions:

® As a result of a limit violation in any operation which refers to the SS register. This
includes stack-oriented instructions such as POP, PUSH, ENTER, and LEAVE, as well
as other memory references which implicitly or explicitly use the SS register (for
example, MOV AX, [BP+6] or MOV AX, SS:[EAX+6]).The ENTER instruction
generates this exception when there is too little space for allocating local variables.

®* When attempting to load the SS register with a descriptor which is marked segment-not-
present but is otherwise valid. This can occur in a task switch, a CALL instruction to a
different privilege level, a return to a different privilege level, an LSS instruction, or a
MOV or POP instruction to the SS register.

When the processor detects a stack exception, it pushes an error code onto the stack of the
exception handler. If the exception is due to a not-present stack segment or to overflow of the
new stack during an interlevel CALL, the error code contains a selector to the segment which
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caused the exception (the exception handler can test the present bit in the descriptor t
determine which exception occurred); otherwise, the error code is 0.

An instruction generating this fault is restartable in all cases. The return address pushed on
the exception handler's stack points to the instruction which needs to be restarted. Thi
instruction usually is the one which caused the exception; however, in the case of a stac
exception from loading a not-present stack-segment descriptor during a task switch, the
indicated instruction is the first instruction of the new task.

When a stack exception occurs during a task switch, the segment registers may not be usat
for addressing memory. During a task switch, the selector values are loaded before th
descriptors are checked. If a stack exception is generated, the remaining segment registe
have not been checked and may cause exceptions if they are used. The stack fault hand
should not expect to use the segment selectors found in the CS, SS, DS, ES, FS, and C
registers without causing another exception. The exception handler should check all segmel
registers before trying to resume the new task; otherwise, general protection faults may resu
later under conditions where diagnosis is more difficult.

14.9.13. Interrupt 13—General Protection

All protection violations which do not cause another exception cause a general-protectior
exception. This includes (but is not limited to):

® Exceeding the segment limit when using the CS, DS, ES, FS, or GS segments.

® Exceeding the segment limit when referencing a descriptor table.

® Transferring execution to a segment which is not executable.

® Writing to a read-only data segment or a code segment.

® Reading from an execute-only code segment.

® Loading the SS register with a selector for a read-only segment (unless the selecto
comes from a TSS during a task switch, in which case an invalid-TSS exception occurs).

® Loading the SS, DS, ES, FS, or GS register with a selector for a system segment.

® Lloading the DS, ES, FS, or GS register with a selector for an execute-only code
segment.

®* Loading the SS register with the selector of an executable segment.

® Accessing memory using the DS, ES, FS, or GS register when it contains a null selector.
® Switching to a busy task.

®* Violating privilege rules.

® Exceeding the instruction length limit of 15 bytes (this only can occur when redundant
prefixes are placed before an instruction).

® Loading the CRO register with a set PG bit (paging enabled) and a clear PE bit
(protection disabled).
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® Interrupt or exception through an interrupt or trap gate from virtual-8086 mode to a
handler at a privilege level other than 0.

® Attempting to write a one into a reserved bit of CR4.

The general-protection exception is a fault. In response to a general-protection exception, the

processor pushes an error code onto the exception handler's stack. If loading a descriptor
causes the exception, the error code contains a selector to the descriptor; otherwise, the error
code is null. The source of the selector in an error code may be any of the following:

® An operand of the instruction.

® A selector from a gate which is the operand of the instruction.
® A selector from a TSS involved in a task switch.

14.9.14. Interrupt 14—Page Fault

A page fault occurs when paging is enabled (the PG bit in the CRO register is set) and the
processor detects one of the following conditions while translating a linear address to a
physical address:

® The page-directory or page-table entry needed for the address translation has a clear
Present bit, which indicates that a page table or the page containing the operand is not
present in physical memory.

®* The procedure does not have sufficient privilege to access the indicated page.

If a page fault is caused by a page level protection violation, the access bits in the page-
directory are set when the faults occur. The access bit in the page table is only set if there
are no page level protection violations.

The processor provides the page fault handler two items of information which aid in
diagnosing the exception and recovering from it:

® An error code on the stack. The error code for a page fault has a format different from
that for other exceptions (see Figure 14-7). The error code tells the exception handler
three things:

a. Whether the exception was due to a not-present page, to an access rights violation,
or to use of a reserved bit.

b. Whether the processor was executing at user or supervisor level at the time of the
exception.

c. Whether the memory access which caused the exception was a read or write.

®* The contents of the CR2 register. The processor loads the CR2 register with the 32-bit
linear address which generated the exception. The exception handler can use this address
to locate the corresponding page directory and page table entries. If another page fault
occurs during execution of the page fault handler, the handler will push the contents of
the CR2 register onto the stack.
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Figure 14-7. Page Fault Error Code

14.9.14.1. PAGE FAULT DURING TASK SWITCH

These operations during a task switch cause access to memory:

1. Write the state of the original task in the TSS of that task.

2. Read the GDT to locate the TSS descriptor of the new task.

3. Read the TSS of the new task to check the types of segment descriptors from the TSS.
4

May read the LDT of the new task in order to verify the segment registers stored in the
new TSS.

A page fault can result from accessing any of these operations. In the last two cases tf
exception occurs in the context of the new task. The instruction pointer refers to the nex
instruction of the new task, not to the instruction which caused the task switch (or the las
instruction to be executed, in the case of an interrupt). If the design of the operating syster
permits page faults to occur during task-switches, the page-fault handler should be calle
through a task gate.

14.9.14.2. PAGE FAULT WITH INCONSISTENT STACK POINTER

Special care should be taken to ensure that a page fault does not cause the processor to us
invalid stack pointer (SS:ESP). Software written for Intel 16-bit processors often uses a pai
of instructions to change to a new stack; for example:

MOV SS, AX
MOV SP, StackTop

With the 32-bit processors, because the second instruction accesses memory, it is possible
get a page fault after the selector in the SS segment register has been changed but before
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contents of the SP register have received the corresponding change. At this point, the two
parts of the stack point&S:SP (or, for 32-bit programs, SS:E@R) inconsistent. The new
stack segment is being used with the old stack pointer.

The processor does not use the inconsistent stack pointer if the handling of the page fault
causes a stack switch to a well defined stack (i.e., the handler is a task or a more privileged
procedure). However, if the page fault occurs at the same privilege level and in the same task
as the page fault handler, the processor will attempt to use the stack indicated by the
inconsistent stack pointer.

In systems which use paging and handle page faults within the faulting task (with trap or
interrupt gates), software executing at the same privilege level as the page fault handler
should initialize a new stack by using the LSS instruction rather than an instruction pair
shown above. When the page fault handler is running at privilege level 0 (the normal case),
the problem is limited to programs which run at privilege level 0, typically the kernel of the
operating system.

14.9.15. Interrupt 16—Floating-Point Error

A floating-point-error fault signals an error generated by a floating-point arithmetic
instruction. Interrupt 16 can occur only if the NE bit in the CRO register is set. Numeric
processing exceptions have already been introduced previously in Chapter 7.

If NE = 1, an unmasked floating-point exception results in interrupt 16, immediately before
the execution of the next non-control floating-point or WAIT instruction. Interrupt 16 is an
operating-system call that invokes the exception handler. Chapter 14 contains a general
discussion of exceptions and interrupts.

If NE = 0 (and the IGNNE# input is inactive), an unmasked floating-point exception causes
the processor to freeze immediately before executing the next non-control floating-point or
WAIT instruction. The frozen processor waits for an external interrupt, which must be
supplied by external hardware in response to the FERR# output of the Intel486 or Pentium
processors (the FERR# is similar to the ERROR# pin of the Intel387 math coprocessor).
Regardless of the value of NE, an unmasked numerical exception causes the FERR# output
of the Intel486 and Pentium processors to be activated. In this case, the external interrupt
invokes the exception-handling routine. If NE = 0 but the IGNNE# input is active, the
processor disregards the exception and continues. Error reporting via external interrupt is
supported for DOS compatibility. Chapter 23 contains further discussion of compatibility
issues.

When handling numeric errors, the processor has two responsibilities:
® [t must not disturb the numeric context when an error is detected.
® It must clear the error and attempt recovery from the error.

Although the manner in which programmers may treat these responsibilities varies from one
implementation to the next, most exception handlers will include these basic steps:
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® Store theFPU environment (control, status, aad words, operand and instruction
pointers) as it existed at the time of the exception.

® (Clear the exception bits in the status word.
®* Enable interrupts if disabled due to an INTR, NMI, or SMI exception.

® Identify the exception by examining the status and control words in the saved
environment.

® Take some system-dependent action to rectify the exception.
® Return to the interrupted program and resume normal execution.

14.9.15.1. NUMERICS EXCEPTION HANDLING

Recovery routines for numeric exceptions can take a variety of forms. They can change th
arithmetic and programming rules of the FPU. These changes may redefine the default fix-u
for an error, change the appearance offRE tothe programmer, or change how arithmetic

is defined on the FPU.

A change to an exception response might be to perform denormal arithmetic on denormal
loaded from memory. A change in appearance might be extending the register stack int
memory to provide an "infinite" number of numeric registers. The arithmetic ¢fRkecan

be changed to automatically extend the precision and range of variables when exceeded. A
these functions can be implemented on the processor via numeric exceptions and associat
recovery routines in a manner transparent to the application programmer.

Some other possible application-dependent actions might include:

® Incrementing an exception counter for later display or printing

® Printing or displaying diagnostic information (e.g., the FPU environment and registers)
® Aborting further execution

® Storing a diagnostic value (a NaN) in the result and continuing with the computation

Notice that an exception may or may not constitute an error, depending on the applicatior
Once the exception handler corrects the condition causing the exception, the floating-poin
instruction that caused the exception can be restarted, if appropriate. This cannot b
accomplished using the IRET instruction, however, because the trap occurs at the ESC «
WAIT instruction following the offending ESC instruction. The exception handler must
obtain (using FSAVE or FSTENV) the address of the offending instruction in the task that
initiated it, make a copy of it, execute the copy in the context of the offending task, and ther
return via IRET to the current instruction stream.

In order to correct the condition causing the numeric exception, exception handlers mus
recognize the precise state of #RU atthe time the exception handler was invoked, and be
able to reconstruct the state of #ieU wherthe exception initially occurred. To reconstruct
the state of the FPU, programmers must understand that different classes of exceptions a
recognized at different times (before or after) execution of a numeric instruction.

14-25



]
PROTECTED-MODE EXCEPTIONS AND INTERRUPTS I ntel ®

Invalid operation, zero divide, and denormal operand exceptions are detected before an

operation begins, whereas overflow, underflow, and precision exceptions are not raised until

a true result has been computed. Whéef@reexception is detected, thdU register stack

and memory have not yet been updated, and appear as if the offending instructions has not
been executed.

When anafter exception is detected, the register stack and memory appear as if the
instruction has run to completion; i.e., they may be updated. (However, in a s&icgesr
and-pop operation, unmasked over/underflow is handled Ibef@e exception; memory is

not updated and the stack is not popped.) The following programming examples include an
outline of several exception handlers to process numeric exceptions.

14.9.15.2. SIMULTANEOUS EXCEPTION RESPONSE

In cases where multiple exceptions arise simultaneouslyFBi¢ signals one exception
according to the precedence list below. This means, for example, that an SNaN divided by
zero results in an invalid operation, not in a zero-divide exception; the masked result is the
QNaN real indefinite not . A denormal or inexact (precision) exception, however, can
accompany a numeric underflow or overflow exception.

The precedence among numeric exceptions is as follows:

1. Invalid operation exception, subdivided as follows:
O Stack underflow.
O Stack overflow.
0 Operand of unsupported format.
0 SNaN operand.

2. QNaN operand. Though this is not an exception, if one operand is a QNaN, dealing with
it has precedence over lower-priority exceptions. For example, a QNaN divided by zero
results in a QNaN, not a zero-divide exception.

3. Any other invalid-operation exception not mentioned above or zero divide.

4. Denormal operand. If masked, then instruction execution continues, and a lower-priority
exception can occur as well.

5.  Numeric overflow and underflow. Inexact result (precision) can be flagged as well.
6. Inexact result (precision).
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14.9.16. Interrupt 17—Alignment Check

An alignment-check fault can be generated for access to unaligned operands. For example,
word stored at an odd byte address, or a doubleword stored at an address which is not
integer multiple of four. Table 14-6 lists the alignment requirements by data type. To enable
alignment checking, the following conditions must be true:

®* AM bitin the CRO register is set

®* ACflagis set

® CPLis 3 (user mode)

Table 14-6. Alignment Requirements by Data Type

Data Type Address Must Be Divisible By
WORD 2
DWORD 4
Short REAL 4
Long REAL 8
TEMPREAL 8
Selector 2
48-bit Segmented Pointer 4
32-bit Flat Pointer 4
32-bit Segmented Pointer 2
48-bit “Pseudo-Descriptor” 4
FSTENV/FLDENYV save area 4 or 2, depending on operand size
FSAVE/FRSTOR save area 4 or 2, depending on operand size
Bit String 4

Alignment checking is useful for programs which use the low two bits of pointers to identify
the type of data structure they address. For example, a subroutine in a math library ma
accept pointers to numeric data structures. If the type of this structure is assigned a code
10 (binary) in the lowest two bits of pointers to this type, math subroutines can correct for the
type code by adding a displacement of —10 (binary). If the subroutine should ever receive th
wrong pointer type, an unaligned reference would be produced, which would generate ai
exception.

Alignment-check faults are generated only in user mode (privilege level 3). Memory
references which default to privilege level 0, such as segment descriptor loads, do no
generate alignment-check faults, even when caused by a memory reference made in us
mode.
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Storing a 48-bit pseudo-descriptor (the memory image of the contents of a descriptor table
base register) in user mode can generate an alignment-check fault. Although user-mode
programs do not normally store pseudo-descriptors, the fault can be avoided by aligning the
pseudo-descriptor to an odd word address (i.e., an address which is 2 MOD 4).

FSAVE and FRSTOR instructions generate unaligned references which can cause alignment-
check faults. These instructions are rarely needed by application programs.

14.9.17. Interrupt 18—Machine Check

Machine check is a model-specific exception, available only on the Pentium microprocessor.
It may or may not be continued with a compatible implementation on future processor

generations. Use the CPUID instruction feature flag register to determine the presence of this
feature.

14.10. EXCEPTION SUMMARY

Table 14-7 summarizes the exceptions recognized by the Pentium processor.
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Table 14-7. Exception Summary

Return Address
Vector Points to Faulting Exception Source of the
Description Number Instruction? Type Exception
Division by Zero 0 Yes FAULT DIV and IDIV instructions
Debug Exceptions 1 1 1 Any code or data
reference
Breakpoint 3 No TRAP INT 3 instruction
Overflow 4 No TRAP INTO instruction
Bounds Check 5 Yes FAULT BOUND instruction
Invalid Opcode 6 Yes FAULT Reserved Opcodes
Device Not 7 Yes FAULT ESC and WAIT
Available instructions
Double Fault 8 Yes ABORT Any instruction
Invalid TSS 10 Yes? FAULT JMP, CALL, IRET
instructions, interrupts,
and exceptions
Segment Not 11 Yes® FAULT Any instruction which
Present changes segments
Stack Fault 12 Yes FAULT Stack operations
General Protection 13 Yes FAULT/TRAP® Any code or data
reference
Page Fault 14 Yes FAULT Any code or data
reference
Floating-Point Error 16 Yes FAULT? ESC and WAIT
instructions
Alignment Check 17 Yes FAULT Any data reference
Machine Check 18 - - (model dependent)
Software Interrupt 0to 255 No TRAP INT n instructions
NOTES:
1. Debug exceptions are either traps or faults. The exception handler can distinguish between traps and
faults by examining the contents of the DR6 register.
2. Restartability is conditional during task switches as documented in section 7.5.
3. All general-protection faults are restartable. If the fault occurs while attempting to call the handler, the
interrupted program is restartable, but the interrupt may be lost.
4. Floating-point errors are not reported until the first ESC or WAIT instruction following the ESC instruction

which generated the error.
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14.11. ERROR CODE SUMMARY

Table 14-8 summarizes the error information that is available with each exception.

Table 14-8. Error Code Summary

intgl.

Vector Is an Error
Description Number Code Generated?
Divide Error 0 No
Debug Exceptions 1 No
Breakpoint 3 No
Overflow 4 No
Bounds Check 5 No
Invalid Opcode 6 No
Device Not Available 7 No
Double Fault 8 Yes (always zero)
Invalid TSS 10 Yes
Segment Not Present 11 Yes
Stack Fault 12 Yes
General Protection 13 Yes
Page Fault 14 Yes (special format)
Floating-Point Error 16 No
Alignment Check 17 Yes (always zero)
Machine Check 18 (model dependent)
Software Interrupt 0-255 No
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CHAPTER 15
INPUT/OUTPUT

Input/output is accomplished through I/O ports, which are registers connected to periphera
devices. An I/O port can be an input port, an output port, or a bidirectional port. Some I/O
ports are used for carrying data, such as the transmit and receive registers of a seri
interface. Other I/O ports are used to control peripheral devices, such as the control registe
of a disk controller.

The input/output architecture is the programmer's model of how these ports are accessed. Tl
discussion of this model includes:

® Methods of addressing 1/O ports.

® Instructions which perform 1/O operations.

® The I/O protection mechanism.

15.1. 1/O ADDRESSING

The processor allows 1/O ports to be addressed in either of two ways:

®* Through a separate 1/0 address space accessed using I/O instructions.

®* Through memory-mapped 1/O, where 1/O ports appear in the address space of physice
memory.

The use of a separate 1/0 address space is supported by special instructions and a hardw:
protection mechanism. When memory-mapped 1/O is used, the general-purpose instructio
set can be used to access I/O ports, and protection is provided using segmentation or pagir
Some system designers may prefer to use the 1/O facilities built into the processor, while
others may prefer the simplicity of a single physical address space.

Hardware designers use these ways of mapping I/O ports into the address space when th
design the address decoding circuits of a system. 1/O ports can be mapped so that they app
in the 1/O address space or the address space of physical memory (or both).

15.1.1. 1/O Address Space

The processor provides a separate I/O address space, distinct from the address space
physical memory, where 1/0 ports can be placed. The 1/0O address space consfsg4i)2
individually addressable 8-bit ports; any two consecutive 8-bit ports can be treated as a 16-b
port, and any four consecutive ports can be a 32-bit port. Extra bus cycles are required if
port crosses the boundary between two doublewords in physical memory.
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The M/IO# pin of the processor indicates when a bus cycle to the 1/O address space occurs.
When a separate I/O address space is used, it is the responsibility of the hardware designer to
make use of this signal to select I/O ports rather than memory. In fact, the use of the separate
I/O address space simplifies the hardware design because these ports can be selected by a
single signal; unlike other processors, it is not necessary to decode a number of upper address
lines in order to set up a separate I/O address space.

A program can specify the address of a port in two ways. With an immediate byte constant,
the program can specify:

® 256 8-bit ports numbered 0 through 255.
® 128 16-bit ports numbered 0, 2, 4, . . ., 252, 254.
® 64 32-bit ports numbered 0, 4, 8, . . ., 248, 252.

Using a value in the DX register, the program can specify:

® 8-bit ports numbered 0 through 65535.
® 16-bit ports numbered 0, 2, 4, . . ., 65532, 65534.
® 32-bit ports numbered 0, 4, 8, . . ., 65528, 65532.

The processor can transfer 8, 16, or 32 bits to a device in the I/O space. Like words in
memory, 16-bit ports should be aligned to even addresses salthdt6 bits can be
transferred in a single bus cycle. Like doublewords in memory, 32-bit ports should be aligned
to addresses which are multiples of four. The processor supports data transfers to unaligned
ports, but there is a performance penalty because an extra bus cycle must be used.

The IN and OUT instructions move data between a register and a port in the /O address
space. The instructions INS and OUTS move strings of data between the memory address
space and ports in the I/O address space.

I/O port addresses OF8H through OFBke reserved for use by Intel Corporation. Do not
assign I/O ports to these addresses.

The exact order of bus cycles used to access ports which require more than one bus cycle is
undefined and is not guaranteed to remain the same in future Intel products. If software needs
to produce a particular order of bus cycles, this order must be specified explicitly. For
example, to load a word-length port at 4H followed by loading a word port at 2H, two word-
length instructions must be used, rather than a single doubleword instruction at 2H.

Note that, although the processor automatically masks parity errors for certain types of bus
cycles, such as interrupt acknowledge cycles, it does not mask parity for bus cycles to the 1/0
address space. Programmers may need to be aware of this behavior as a possible source of
parity errors.
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15.1.2. Memory-Mapped I/O

I/O devices may be placed in the address space for physical memory. This is called memory
mapped I/0. As long as the devices respond like memory components, they can be used wi
memory-mapped /0.

Memory-mapped /O provides additional programming flexibility. Any instruction which
references memory may be used to access an 1/O port located in the memory space. F
example, theMOV instructioncan transfer data between any register and a portANRg

OR, and TEST instructions may be used to manipulate bits in the control and status registe
of peripheral devices (see Figure 15-1). Memory-mapped I/O can use the full instruction se
and the full complement of addressing modes to address I/O ports.

PHYSICAL MEMORY

ROM

INPUT/OUTPUT PORT

INPUT/OUTPUT PORT

INPUT/OUTPUT PORT

RAM

APM109

Figure 15-1. Memory-Mapped I/O

Using an 1/O instruction for an I/O write can also be advantageous because it guarantees th
the write will be completed before the next instruction begins execution. If /O writes are
used to control system hardware, then this sequence of events is desirable, since it guarante
that the next instruction will be executed in the new system hardware state. Refer to Sectio
15.4 for more information on serialization of 1/0 operations.
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If caching is enabled in real-address mode, designers should consider if it is advantageous to
prevent caching of 1/0O data, whether by usingRI@D bit of page table entries or by using
the KEN# signal.

15.2. 1/O INSTRUCTIONS

The 1/O instructions provide access to the processor's I/O ports for the transfer of data. These
instructions have the address of a port in the I/O address space as an operand. There are two
kinds of I/O instructions:

1. Those which transfer a single item (byte, word, or doubleword) to or from a register.

2. Those which transfer strings of items (strings of bytes, words, or doublewords) located in
memory. These are known as "string I/O instructions" or "block I/O instructions."

These instructions cause the M/IO# signal to be driven low (logic 0) during a bus cycle,
which indicates to external hardware that access to the I/O address space is taking place.

15.2.1. Register I/O Instructions

The I/O instructions IN and OUT move data between 1/O ports and the EAX register (32-bit
I/0), the AX register (16-bit I1/O), or the AL (8-bit I/O) register. The IN and OUT instructions
address I/O ports either directly, with the address of one of 256 port addresses coded in the
instruction, or indirectly using an address in the DX register to select one of 64K port
addresses.

IN (Input from Port) transfers a byte, word, or doubleword from an input port to the AL,

AX, or EAX registers. A byte IN instruction transfers 8 bits from the selected port to the AL
register. A word IN instruction transfers 16 bits from the port to the AX register. A
doubleword IN instruction transfers 32 bits from the port to the EAX register.

OUT (Output from Port) transfers a byte, word, or doubleword from the AL, AX, or EAX
registers to an output port. A byte OUT instruction transfers 8 bits from the AL register to the
selected port. A word OUT instruction transfers 16 bits from the AX register to the port. A
doubleword OUT instruction transfers 32 bits from the EAX register to the port.

15.2.2. Block I/O Instructions

The INS and OUTS instructions move blocks of data between 1/O ports and memory. Block
I/O instructions use an address in the DX register to address a port in the I/O address space.
These instructions use the DX register to specify:

® 8-bit ports numbered 0 through 65535.

® 16-bit ports numbered 0, 2, 4, . . ., 65532, 65534.

® 32-bit ports numbered 0, 4, 8, . . ., 65528, 65532.
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Block I/O instructions use either the (E)SI or (E)DI register to address memory. For each
transfer, the (E)SI or (E)DI register is incremented or decremented, as specified by the DI
flag.

The INS and OUTS instructions, when used with repeat prefixes, perform block input or
output operations. The repeat prefix REP modifies the INS and OUTS instructions to transfe
blocks of data between an 1/O port and memory. These block 1/O instructions are string
instructions (see Chapter 3 for more on string instructions). They simplify programming and
increase the speed of data transfer by eliminating the need to use a separate LOOP instructi
or an intermediate register to hold the data.

The string 1/O instructions operate on byte strings, word strings, or doubleword strings. After
each transfer, the memory address in the ESI or EDI registers is incremented or decrement
by 1 for byte operands, by 2 for word operands, or by 4 for doubleword operands. The DF
flag controls whether the register is incremented (the DF flag is clear) or decremented (the
DF flag is set).

INS (Input String from Port) transfers a byte, word, or doubleword string element from an
input port to memory. The INSB instruction transfers a byte from the selected port to the
memory location addressed by the ES and EDI registers. The INSW instruction transfers
word. TheINSD instruction transfers a doubleword. A segment override prefix cannot be
used to specify an alternate destination segment. Combined with a REP prefix, an INS
instruction makes repeated read cycles to the port, and puts the data into consecutiv
locations in memory.

OUTS (Output String from Port) transfers a byte, word, or doubleword string element from
memory to an output port. The OUTSB instruction transfers a byte from the memory location
addressed by the DS and ESI registers to the selected port. The OUTSW instruction transfe
a word. The OUTSD instruction transfers a doubleword. A segment override gaafike

used to specify an alternate source segment. Combined with a REP prefdlTe®
instruction reads consecutive locations in memory, and writes the data to an output port.

15.3. PROTECTED-MODE I/O

When the processor is running in protected mode, 1/O operates as in real-address mode, b
with additional protection features:

®* References to memory-mapped 1/O ports, like any other memory reference, are subjec
to access protection and control by both the segmentation and the paging mechanisn
Refer to Chapter 12 for a complete discussion of memory protection.

® The execution of I/O instructions is also subject to two protection mechanisms:
a. The IOPL field in the EFLAGS register controls access to the I/O instructions.

b. The I/O permission bit map of a TSS segment controls access to individual ports in
the 1/0 address space.

These protection mechanisms are available only when a separate 1/0 address space is used
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15.3.1. 1/O Privilege Level

In systems where 1/O protection is used, access to I/O instructions is controlledi®ythe

field in the EFLAGS register. This permits the operating system to adjust the privilege level
needed to perform 1/O. In a typical protection ring model, privilege levels 0 and 1 have
access to the I/O instructions. This lets the operating system and the device drivers perform
I/O, but keeps applications and less privileged device drivers from accessing the I/O address
space. Applications access I/O through the operating system.

The following instructions can be executed only if GPIOPL:

IN — Input

INS — Input String

ouT — Output

OUTS  — Output String

CLI — Clear Interrupt-Enable Flag
STI — Set Interrupt-Enable Flag

These instructions are called "sensitive" instructions, because they are sensitiviO@Lthe
field. In virtual-8086 mode, the 1/0 permission bit map further limits access to I/O ports (see
Chapter 23).

To use sensitive instructions, a procedure must run at a privilege level at least as privileged
as that specified by the IOPL field. Any attempt by a less privileged procedure to use a
sensitive instruction results in a general-protection exception. Because each task has its own
copy of the EFLAGS register, each task can have a different IOPL.

A task can change IOPL only with tR®OPFand IRET instructions; however, such changes
are privileged. No procedure may change its IOPL unless it is running at privilege level 0.
An attempt by a less privileged procedure to change the IOPL does not result in an
exception; the IOPL simply remains unchanged.

The POPF instruction also may be used to change the state of the IF flag (as can the CLI and
STI instructions); however, changes to the IF flag usingR®®&F instructiorare IOPL-
sensitive. A procedure may change the setting of the IF flag with a POPF instruction only if it
runs with a CPL at least as privileged as the IOPL. An attempt by a less privileged procedure
to change the IF flag does not result in an exception; the IF flag simply remains unchanged.

15.3.2. 1/O Permission Bit Map

The processor can generate exceptions for references to specific I/O addresses. These
addresses are specified in the I/O permission bit map in the TSS (see Figure 15-2). The size
of the map and its location in the TSS are variable. The processor finds the 1/0 permission bit
map with the 1/0O map base address in the TSS. The base address is a 16-bit offset into the
TSS. This is an offset to the beginning of the bit map. The limit of the TSS is the limit on the
size of the 1/O permission bit map.
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TASK STATE SEGMENT
3130292827 2625242322212019181716151413121110 9 8 7 6 5 4 3 2 1 0
11111111
1/0 PERMISSION
BIT MAP
( 1/0 MAP BASE 64H

NOTE:  1/0O MAP BASE MUST NOT EXCEED DFFFH.

LAST BYTE OF BIT MAP MUST BE FOLLOWED
BY ABYTE WITH ALL BITS SET.
APM108

Figure 15-2. 1/O Permission Bit Map

Because each task has its own TSS, each task has its own 1/O permission bit map. Access
individual 1/0 ports can be granted to individual tasks.

If CPL < IOPL in protected mode, then the processor allows I/O operations to proceed. If
CPL > IOPL, or if the processor is operating in virtual 8086 mode, then the processor check:
the 1/O permission map. Each bit in the map corresponds to an I/O port byte address; fo
example, the control bit for address 41 (decimal) in the 1/O address space is found at bi
position 1 of the sixth byte in the bit map. The processor #distbe bits corresponding to

the I/O port being addressed; for example, a doubleword operation tests four bits
corresponding to four adjacent byte addresses. If any tested bit is set, a general-protectic
exception is generated. If all tested bits are clear, the 1/0O operation proceeds.

Because /O port addresses are not necessarily aligned to word and doubleword boundaries
is possible that the processor may need to access two bytes in the bit map when 1/(
permission is checked. For maximum speed, the processor has been designed to read t
bytes for every access to an 1/0O port. To prevent exceptions from being generated when tt
ports with the highest addresses are accessed, an extra byte needs to come after the tal
This byte must have all of its bits set, and it must be within the segment limit.

It is not necessary for the I/O permission bit map to represent all the I/O addresses. I/C
addresses not spanned by the map are treated as if they had set bits in the map. For exam|
if the TSS segment limit is 10 bytes past the bit map base address, the map has 11 bytes &
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the first 80 I/O ports are mapped. Higher addresses in the I/O address space generate
exceptions.

If the 1/0O bit map base address is greater than or equal to the TSS segment limit, there is no
I/O permission map, and all I/O instructions generate exceptions. The base address must be
less than or equal to ODFFFH.

15.3.3. Paging and Caching

In protected mode, the paging mechanism can also help control cacheability of 1/O buffers
and memory-mapped I/O addresses. If caching is enabled, either external hardware or the
paging mechanism (the PCD bit in the page table entry) must be used to prevent caching of
I/O data.

The operating system can also use the segmentation or paging mechanism to manage the data
space used by the operands of I/O instructions. The AVL (available) fields in segment
descriptors or page table entries can be used by the operating system to mark pages
containing I/O buffers as unrelocatable and unswappable.

15.4. ORDERING OF I/O

When controlling I/O devices it is often important that memory and I/O operations be carried
out in precisely the order programmed. For example, a program may write a command to an
I/O port, then read the status of the 1/O device from another 1/O port. It is important that the
status returned be the status of the dewfter it receives the command, naefore
Programmers should take care, because there are situations in which the programmed order is
not preserved by the processor.

To optimize performance, the Pentium CPU allows memory reads to be reordered ahead of
buffered writes in most situations. Internally, CPU reads (cache hits) can be reordered around
buffered writes. Memory reordering does not occur externally at the pins, reads (cache miss)
and writes appear in-order. The Intel486 CPU allows memory reads to be reordered ahead of
buffered writes in certain precisely-defined circumstances. (See |iitel486™
Microprocessor Hardware Reference Mandat further details about the operation of the
write buffer.) Using memory-mapped /O, therefore, creates the possibility that an 1/0 read
might be performed before the memory write of a previous instruction. To eliminate this
possibility on the Intel486 CPU, use an 1I/O instruction for the read. To eliminate this
possibility on the Pentium processor, insert one of the serializing instructions, such as
CPUID, between operations.

When 1/O instructions are used instead of memory-mapped I/O, the situation is different in
two respects:

1. Some I/O writes are never buffered. The only 1/O writes that the Int€#&6 buffers
are those from the OUTS instruction. The Pentium processor does not buffer any 1/0
writes. Therefore, strict ordering of 1/0 operations is enforced by the processor.
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2. The processor synchronizes 1/O instruction execution with external bus activity. Refer to
Table 15-1.

Table 15-1. 1/O Serialization

Processor Holds Execution of ... Awaiting for Completion of
Current Current

Instruction Instruction? Next Instruction?  Pending Stores? Current Store?
IN Yes Yes

INS Yes Yes

REP INS Yes Yes

ouT Yes Yes Yes
OUTS Yes Yes Yes
REP OUTS Yes Yes Yes

Refer to Chapter 13 for more general information on memory access ordering and tc
Chapter 18 for information about other serializing instructions.
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CHAPTER 16
INITIALIZATION AND MODE SWITCHING

The processor is initialized to a known state following hardware reset in order for software
execution to begin. When initialized, the processor provides model and stepping informatior
to determine what features are available to software. For feature determination by
applications at run-time, a code example and discussion is provided in Chapter 5. Thi
chapter provides processor initialization state information and configuration requirements for
both real-address and protected mode. This chapter also discusses the process of switchi
between real-address and protected modes which is normally part of the initialization
process. A program example for switching to protected mode is provided.

The floating-point units (FPU's) of the Intel architectures (except the Intel287 math
coprocessor NPX) operatiee same regardless of whether the processor is operating in real-
address mode, in protected mode, or in virtual 8086 mode.

To the numerics programmer, the operating mode affects only the manner in which the FPL
instruction and data pointers are represented in memory followi(SAVE or FSTENV
instruction. Each of these instructions produces one of four formats depending on both th
operating mode and on the operand-size attribute in effect for the instruction. The difference
are detailed in the discussion of the FSAVE and FSTENV instructions in Chapter 25.

16.1. PROCESSOR INITIALIZATION

The processor has an input, called the RESET pin, which invokes reset initialization. After
RESET is asserted, some registers of the processor are set to known statekndhiese
states, such as the contents of the EIP register, are sufficient to allow software to begi
execution. Software then can build the data structures in memory, such as the GDT and ID
tables, which are used by system and application software. The internal caches, translatic
lookaside buffers (TLB's) and the branch target buffers (BTB's) are invalidated when RESET
is asserted.

Hardware asserts the RESET signal at power-up. Hardware may assert this signal at oth
times. For example, a button may be provided for manually invoking reset initialization.
Reset also may be the response of hardware to receiving a halt or shutdown indication.

The Pentium processor also has an INIT input, which is similar to RESET except it does noi
disturb the internal caches, model specific registers, or floating point state. INIT provides a
method for switching from protected to real-address mode while maintaining the contents of
the internal caches. The TLB's and BTB are invalidated by INIT being asserted.
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16.1.1. Processor State after Reset

A self test may be requested at power-up. It is the responsibility of the hardware designer to
provide the request for self test, if desired. If the self test is selected, it takes ‘Rodati
periods to complete. (This clock count is model-specific and Intel reserves the right to
change the exact number of periods without notification.)

The EAX register is clear (zero) if the processor passed the test. A non-zero value in the
EAX register after self test indicates the processor is faulty. If the self test is not requested,
the contents of the EAX register after reset initialization is zero.

The EDX register holds a component identifier and revision number after reset initialization,
as shown in Figure 16-1. The DH register contains the value 3, 4, or 5 to indicate an Intel386
CPU, Intel486 CPU, or Pentium processor, respectively. Different values may be returned for
the various proliferations of these families, for example the Intel386 SX CPU contains 23H.
Binary object code can be made compatible with other Intel processors by using this number
to select the correct initialization software. The DL register contains a unique identifier of
the revision level. The upper word of EDX is reserved following reset.

EDX REGISTER

<

>
DX REGISTER
< >

(31 30292827 262524232221 20197817 16/15 14 13 1211 10 9 8/7 6 5§ 4 3 2 1 0

RESERVED DEVICE ID (5) STEPPING ID

ANVNDVBDA VRBDUDRA DRV VN ARSALRBARNAND 3\ DS &3 2AN

APM111

Figure 16-1. Contents of the EDX Register after Reset

The state of the CRO register for the Pentium processor following power-up is shown in
Figure 16-2 (60000010H). This state puts the processor into real-address mode with paging
disabled. The state of the flags and other registers following power-up is shown in
Table 16-1.
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0 PAGING DISABLED
1 CACHING DISABLED
1 NOT WRITE-THROUGH

DISABLED
0 ALIGNMENT CHECK DISABLED

\; v_ 0 WRITE-PROTECT DISABLED

31/30/29/28 27 26 25 24 23 22 21 20 19/18/17/16/15 14 13 1211 10 9 8 7 6/5/4/3/2/1/0,

N|1|T|EM|P
E

P|C|N Al W
RESERVED RESERVED slvliple

G|ID\W M| |P

N W\W\2W 20 28 2B 24 2B 22 2\ D VNWATABNS AA A A2 A0 2 8 T 8\ 8\ A\3\2\\\0Q

0 EXTERNAL FLOATING-POINT ERROR REPORTING
1 (NOT USED)
0 NO TASK SWITCH
0 ESC INSTRUCTIONS NOT TRAPPED

0 WAIT INSTRUCTIONS NOT TRAPPED
0 REAL MODE

APM110

Figure 16-2. Contents of CRO Register after Reset
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INITIALIZATION AND MODE SWITCHING
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RESET
Register Without BIST INIT
EFLAGS?! 00000002H 00000002H
EIP 0000FFFOH 0000FFFOH
CRO 60000010H Note 2
CR2/CR3/CR4 00000000H 00000000H
Cs selector=0F000H selector=0F000H

base=0FFFFO000H
limit=0FFFFH
AR=Present,
Read/Write,Accessed

base=0FFFFO00H
limit=OFFFFH
AR=Present, Read/Write,
Accessed

SS, DS, ES, FS, GS

selector=0000
base=0000H
limit=OFFFFH
AR=Present, Read/Write,
Accessed

selector=0000
base=0000H
limit=OFFFFH
AR=Present, Read/Write,
Accessed

EDX 000005xxH 000005xxH
EAX 0° 0
EBX, ECX, ESI, EDI, EBP, ESP 00000000H 00000000H

LDTR selector=0000H selector=0000H
base=00000000H base=00000000H
limit=OFFFFH limit=OFFFFH
AR=Present,Read/Write AR=Present,Read/Write

GDTR,IDTR base=00000000H base=00000000H

limit=OFFFFH
AR=Present,Read/Write

limit=OFFFFH
AR=Present,Read/Write

DRO, DR1, DR2, DR3 00000000H 00000000H
DR6 FFFFOFFOH FFFFOFFOH
DR7 00000400H 00000400H
Time Stamp Counter 0 Unchanged
Control and Event Select 0 Unchanged
TR12 0 Unchanged
All Other Model Specific Registers Undefined Unchanged
(MSR's)

Data and Code Cache, TLB's Invalid Invalid
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NOTES:

1. The high ten bits of the EFLAGS register are undefined following power-up. Undefined bits are reserved.
Software should not depend on the states of any of these bits.

2. CD and NW are unchanged, bit 4 is set to 1, all other bits are cleared.
3. If Built-In Self Test is invoked, EAX is 0 only if all tests passed.

16.1.2. First Instruction Executed

To generate an address, the base part of a segment register is added to the effective addres
form the linear address. This is true for all modes of operation, although the base address
calculated differently in protected and real-address modes. To fetch an instruction, the bas
portion of the CS register is added to EIP to form a linear address (see Chapter 9 an
Chapter 11 for details on calculating addresses).

In real-address mode, when the value of the segment register selector is changed, the be
portion will automatically be changed to this value multiplied by 16. However, immediately
after reset, the base portion of the CS register behaves differently: It is not 16 times the
selector value. Instead, the CS selector is OFOOOH and the CS base is OFFFFO000H. The fil
time the CS selector value is changed after reset, it will follow the above rule (base = selecto
(016). As a result, after reset, the first instruction that is being fetched and executed is a
physical address: CS.base + EIP = OFFFFFFFOH. Thieisddress to locate tEPROM

with the initialization code. This address is located 16 bytes below the uppermost address c
the physical memory of the Pentium processor.

Ensure that no far jump or far call is executed until the initialization is completed. If the first
far jumpl/call is made during real mode, a new value enters the CS selector (16 bits) and se
the value of the CS base to 20 bits only, i.e., the destinatidress would be in the address

space 0 to 1M. You might want to be sure that you have valid memory and code in this area.

The base address for the data segments are set to the bottom of the physical address sp
(address 0), where RAM is expected to be.

16.2. FPU INITIALIZATION

During system initialization, systems software can determine the absence or presence of
numeric processor extension. Systems software must then initialie@ther NPX and set
flags in CRO to reflect the state of the numeric environment. These activities can be quickly
and easily performed as part of the overall system initialization. See Chapter 5 for
determining the processor type and feature recognition.

A hardware reset leaves the Pentium procdsBar in a statéhat is different from the state
that is obtained by executing the FNINIT instruction as shown in Tabl&rrbs*
Bookmark not defined. See Chapter 23 for a complete list of initialization differences
between these processors following RESET.

The state of théd-PU registers following RESET or INIT is shownTiable 16Error!
Bookmark not defined.. Following RESET, the Pentium proces§®U contains 0 in STO-
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ST7 stack registers with the tags set to zero (01). However, the tags are only visible to the
programmer by using the FSAVE/FSTENV instructions. When these instruetienased,

they interpret the stack locations as zero, returning tag values of 01. The Pentium processor,
in addition, has an INIT pin which, when asserted, causes the processor to reset without
altering the FPU state. An FNINIT instruction should be executed after reset.

Initializing the FPU simply means placirthe FPU in a known state unaffected by any
activity performed earlier. A single FNINIT instruction performs this initialization. All the
error masks are set, all registers are tagged emfit, is set to zero, and default rounding
and precision controls are set. TableEr6or! Bookmark not defined. shows the state of
the FPU following FINIT or FNINIT.

Table 16-2. FPU State Following FINIT or FNINIT

Field Value Interpretation

Control Word 037FH

(Infinity Control)* 0 Affine

Rounding Control 00 Round to nearest

Precision Control 00 Extended

Exception Masks 111111 Exceptions masked
Status Word 0000H

(Busy) 0 —

Condition Code 0000 —

Stack Top 000 Register 0 is stack top

Exception Summary 0 No exceptions

Stack Flag 0 —

Exception Flags 000000 No exceptions
Tag Word FFFFH

Tags 11 Empty
Registers Not changed Not changed
Exception Pointers

Instruction Code 0 Cleared

Instruction Address 0 Cleared

Operand Address 0 Cleared

*The Pentium®, Intel4860] and Intel3860] processors do not have infinity control. This value is listed to
emphasize that programs written for the Intel2870] math coprocessor may not behave the same on the 32-bit
processors if they depend on this bit.

16.2.1. Configuring the Numerics Environment

System software must load the appropriate values into the MP, EM, and NE bits of the
control register 0 (CRO) to control emulation of floating-point instructions by software,
synchronization between thePU and CPU context, and software or external interrupt
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handling of floating-point exceptions. These bits are clear on hardware reset of the Pentiur
processor.

The MP (Monitor coProcessor) bit determines whether WAIT instructions trap when the
context of the=PU is different fronthat of the currently executing task. If MP = 1 and TS =

1, then a WAIT instruction will cause a Device Not Available fault (interrupt vector 7). The
MP bit is used on the Intel 286, Intel386 DX, Intel386 SX and Intel486 SX microprocessors
to support the use of a WAIT instruction to wait on a device other than a numeric
coprocessor. The device reports its status through the BUSY# pin. Generally, the MP bi
should be set for processors with integrated FPU cedr in processors without an
integrated FPU or numeric processor extension. However, an operating system can choose
save the floating-point context at every context switch, in which case there would be no nee«
to set the MP bit.

The EM (EMulate coprocessor) bit determines whether ESC instructions are executed by th
FPU (EM = 0) or trap via interrupt vector 7 to be handled by software (EM = 1). The EM bit
is used on CPU/NPX systems tat numeric applications can be run in the absence of an
NPX with a software emulator. For normal operation of Intel processors with an integrated
FPU, the EM bit should be cleared to 0. The EM bit must be set in the Intel386 DX,
Intel386 SX, or Intel486 SX CPUs if there is no NPX presenthdf EM bit is set and no
coprocessor or emulator is present, the system will hang.

The interpretation of different combinations of the EM and MP bits are shown in Table 16-3.
Recommendations for the different processors is shown in Table 16-4.

Table 16-3. EM and MP Bits Interpretations

EM MP Interpretation
0 0 Numeric instructions are passed to FPU; WAIT ignores TS
0 1 Numeric instructions are passed to FPU; WAIT tests TS
1 0 Numeric instructions trap to emulator; WAIT ignores TS
1 1 Numeric instructions trap to emulator, WAIT tests TS

Table 16-4. Recommended Values by Processor

EM MP Interpretation
1 0 Intel38601 DX, Intel386 SX, and Intel486[] SX CPUs
0 1 Intel387™ DX, Intel387 SX, and Intel4870 SX math

coprocessors, and Intel386 DX, Intel386 SX, Intel486 DX and
Pentium® processors

The action taken for floating-point and wait instructions based on the value of these bits is
shown in Table 16-5.
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Table 16-5. Action Taken for Different Combinations of EM, MP and TS

CRO Bits Instruction Type

EM TS MP Floating Point Wait
0 0 0 Execute Execute

0 0 1 Execute Execute

0 1 0 Exception 7 Execute

0 1 1 Exception 7 Exception 7
1 0 0 Exception 7 Execute

1 0 1 Exception 7 Execute

1 1 0 Exception 7 Execute

1 1 1 Exception 7 Exception 7

The NE (Numeric Exception) bit determines whether unmasked floating-point exceptions are
handled through interrupt vector 16 (NE = 1) or through external interrupt (NE = 0). In
systems using an external interrupt controller to invoke numeric exception handlers, the NE
bit should be cleared to 0. This option is used for compatibility with the error reporting
scheme used in DOS-based systems. Other systems can make use of the automatic error
reporting through interrupt 16, and should set the NE bit to 1. Numeric exception handling

is discussed in a later section.

16.2.2. FPU Software Emulation

Setting the EM bit to 1 causes the processor to trap via interrupt vector 7 (Device Not
Available) to a software exception handler whenever it encounters an ESC instruction.
Setting this bit has two uses:

1. The EM bit is used to run numeric applications on an Intel processor without an
integrated FPU or NPX using a software Intel387 math coprocessor emulator.

2. Numeric applications designed to be run with a non-standard Intel387 math coprocessor
emulator may not run successfully without the emulator. Setting the EM bit to 1 makes it
possible to run such applications, or programs which use non-standard floating-point
arithmetic.

If a math coprocessor is not present in the system, floating-point instructions can be
emulated. The system is set up for software emulation as Table 16-6:
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Table 16-6. Software Emulation Settings

CRO Bit Value
EM 1
MP 0
NE 1

The EM bit must be set in order for software emulation to function properly. Setting the EM
bit to 1 will cause the processor to trap via interrupt vector 7 (Device Not Available) to a
software exception handler whenever it encounters an ESC instruction. If the EM bit is sef
and no coprocessor or emulator is present, the system will hang.

The MP bit can be used during a task switch in protected-mode in conjunction with the TS
bit to determine if WAIT instructions should trap when the context offfPd is different

from that of the currently executing task. WhenRRU is present, this informationay be
irrelevent and therefore the bit should be set to 0.

Regardless of the value of the NE bit, the Intel486 SX processor generates an interrupt vect
7 (Device Not Available) upon encountering any floating point instruction. It is
recommended that NE be set to 1 for normal operation. If a Floating-Point Unit is present
this bit follows the description described in Table 16-3.

16.3. CACHE ENABLING

The cache is enabled by clearing the CD and NW bits in the CRO register (they are set upo
hardware reset as indicated above). This enables caching (writethrough for the Intel48
processor and writeback for the Pentium processor) and cache invalidation cycles. Becaus
all cache lines are invalid following reset initialization, it is unnecessary to invalidate the
cache before enabling caching. See Chapter 18 for complete details of cache handling
including implementation of a writethrough cache on the Pentium processor using the PWT
bit in the page table entry.

Under circumstances where cache lines may be marked as valid, the cache may need to
flushed or invalidated before the cache is enabled. This may occur as a result of using the te
registers to run test patterns through the cache memory as part of confidence testing durir
software initialization. See theentiun® Processor Data Boofor model-specific details on
cache testing.

16.4. SOFTWARE INITIALIZATION IN REAL-ADDRESS MODE

Note that the processor has several processing modes. It begins execution in a moc
compatible with an 8086 processor, called real-address mode. After reset initialization,
software must set up data structures needed for the processor to perform basic syste
functions, such as handling interrupts. If the processor remains in real-address mode
software must set up data structures in the form used by the 8086 processor. If the process
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is going to operate in protected mode, software must set up data structures in the form used
by protected mode and then switch modes (see Section 16.6.).

16.4.1. System Tables

In real-address mode, no descriptor tables are used. The interrupt descriptor table (IDT),
which starts at address 0 (unless the IDTR is changed), needs to be loaded with pointers to
exception and interrupt handlers before interrupts can be enabled.

16.4.2. NMI Interrupt

The NMI interrupt is always enabled (except on nested NMI's). If the interrupt vector table
and the NMI interrupt handler need to be loaded into RAM, there will be a periduhef
following reset initialization when an NMI interrupt cannot be handled. Hardware must
provide a mechanism to prevent an NMI interrupt from being generated while software is
unable to handle it. For example, the IDT and NMI interrupt handler can be provided in
ROM. This allows an NMI interrupt to be handled immediately after reset initialization. Most
systems enable/disable NMI by passing the NMI signal througkNdhgate controlled by a

bit in an 1/0 port. Hardware can clear the bit when the processor is reset, and software can set
the bit when it is ready to handle NMI interrupts. System software designers should be aware
of the mechanism used by hardware to protect software from NMI interrupts following reset.

16.5. SOFTWARE INITIALIZATION IN PROTECTED MODE

The data structures needed in protected mode are determined by the memory management
features which are used. The processor supports segmentation models which range from a
single, uniform address space (flat model) to a highly structured model with several
independent, protected address spaces for each task (multisegmented model). Paging can be
enabled for allowing access to large data structures which are partly in memory and partly on
disk. Both of these forms of address translation require data structures which are set up by the
operating system and used by the memory management hardware.

16.5.1. System Tables

A flat model without paging minimally requires a GDT with one code and one data segment
descriptor. A null descriptor in the first GDT entry is also required. A flat model with paging
may provide code and data descriptors for supervisor mode and another set of code and data
descriptors for user mode. In addition, it requires a page directory and at least one second-
level page table. (Note: the second-level page table can be eliminated if the page directory
contains a directory entry pointing to itself, in which case the page directory and page table
reside in the same page.) The stack can be placed in a normal read/write data segment, so no
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descriptor for the stack is required. Before the GDT can be used, the base address and lin
for the GDT must be loaded into the GDTR register using an LGDT instruction.

A multi-segmented model may require additional segments for the operating system, as wel
as segments and LDTs for each application program. LDTs require segment descriptors i
the GDT. Some operating systems allocate new segments and LDTs as they are needed. T
provides maximum flexibility for handling a dynamic programming environment, such as an
engineering workstation. However, many operating systems use a single LDT for all
processes, allocating GDT entries in advance. An embedded system, such as a proce
controller, might pre-allocate a fixed number of segments and LDTs for a fixed number of
application programs. This would be a simple and efficient way to structure the software
environment of a system which requires real-time performance.

16.5.2. Interrupts

If hardware allows interrupts to be generated, the IDT and a gate for the interrupt handle
need to be created. Before the IDT can be used, the base address and limit for the IDT mt
be loaded into the IDTR register using an LIDT instruction. See Chapter 14 for detailed
information on this topic.

16.5.3. Paging

Unlike segmentation, paging is controlled by a mode bit. If the PG bit in the CRO register is
clear (its state following reset initialization), the paging mechanism is completely absent
from the processor architecture seen by programmers.

If the PG bit is set, paging is enabled. The bit may be set usM@\ CRO instruction.
Before setting the PG bit, the following conditions must be true:

® Software has created at least two page tables, the page directory and at least one seco!
level page table if 4K pages are used. For information on 4M pages, see Appendix H.

® The PDBR register (same as the CR3 register) is loaded with the physical base address
the page directory.

® The processor is in protected mode (paging is not available in real-address mode). If al
other restrictions are met, the PG and PE bits can be set at the same time.

The following guidelines for setting the PG bit (as with the PE bit) should be adhered to
maintain both upwards and downwards compatibility:

1. The instruction setting the PG bit should be followed immediately with a JMP
instruction. A JMP instructiormmediately after thtMOV CRO instruction changes the
flow of execution, so it has the effect of emptying the Intel386 and Intel486 processor of
instructions which have been fetched or decoded. The Pentium processor, hasever,

a branch target buffer (BTB) for branch prediction, eliminating the need for branch
instructions to flush the prefetch queue. For more information on the BTB, see the
Pentiun® Processor Family Developer's Manu&lplume 1, order number 241428.
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2. The code from the instruction which sets the PG bit througldNti® instruction must
come from a page which is identity mapped (i.e., the linear address before the jump is
the same as the physical address after paging is enabled).

The 32-bit Intel architectures have different requirements for enabling paging and switching
to protected mode. The Intel386 processor requires following steps2l above. The
Intel486 processor requires following both stepsr 2 above. The Pentium processor
requires only step 2 but for upwards and downwards code compatibility with the Intel386 and
Intel486 processors, it is recommended both steps 1 and 2 be taken.

See Chapter 11 for complete information on the paging mechanism.

16.5.4. Tasks

If the multitasking mechanism is not used and changes to more privileged segments are not
allowed, it is unnecessary to initialize the TR register.

If the multitasking mechanism is used or changes to more privileged segments are allowed
(values for more privileged SS and ESP are obtained from the TSS), a TSS and a TSS
descriptor for the initialization software must be created. TSS descriptors must not be marked
as busy when they are created; TSS descriptors should be marked as busy by the CPU only as
a side-effect of performing a task switch. As with descriptors for LDTs, TSS descriptors
reside in the GDT. The LTR instruction is used to load a selector for the TSS descriptor of
the initialization software into the TR register. This instruction marks the TSS descriptor as
busy, but does not perform a task switch. The selector must be loaded before the software
performs the first task switch, because a task switch copies the current task state into the
TSS. After the LTR instruction has been used, further operations on the TR register are
performed by task switching. As with segments and LDTs, TSSs and TSS descriptors can be
either pre-allocated or allocated as needed.

If changes to more privileged segments are allowed, a TSS and TSS descriptor need to be
created. The processor uses the TSS to obtain the values for the more privileged stack
segment selector and stack pointer values when transferring control to more privileged
segments.

16.5.5. TLB, BTB and Cache Testing

As part of the process of switching into protected mode, system programmers may wish to
perform TLB, BTB, and cache testing. For more information on testing, seeetitein®
Processor Family Developer’'s Manudplume 1, Chapter 33.
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16.6. MODE SWITCHING

In order to take full advantage of the 32-bit address space and instruction set, the process
must switch from its native real-address mode to protected mode. A system may also find i
necessary to switch back into real-address mode for system operations. This section identifie
the steps necessary for software to switch the processor from real-address mode to protect
mode and from protected mode back into real-address mode.

16.6.1. Switching to Protected Mode

Before switching to protected mode, a minimum set of system data structures must be
created, and the GDT, IDT, and TR registers must be initialized, as discussed in the previou
section. Once these tables are created, system software can perform the steps to switch i
protected mode.

Protected mode is entered by setting the PE bit in the CRO registerMOhe CRO
instruction may be used to set this bit. The same two guidelines for setting the PG bit tc
enable paging in Section 16.5.3. apply for setting the PE bit to enable protected mode.

After entering protected mode, the segment registers continue to hold the contents they he
in real address mode. Software should reload all the segment registers. Execution i
protected mode begins with a CPL of 0.

16.6.2. Switching Back to Real-Address Mode

The processor re-enters real-address mode if software clears the PE bit in the CRO regist
with a MOV CRO instruction. A procedure which re-enters real-address mode should procee
as follows:

1. If paging is enabled, perform the following sequence:

O Transfer control to linear addresses which have an identity mapping (i.e., linear
addresses equal physical addresses). Ensure the GDT and IDT are identity mapped.

O Clear the PG bit in the CRO register.
0 Move zero into the CR3 register to flush the TLB.

2. Transfer control to a segment which has a limit of gRFFFH). This loads the CS
register with the segment limit it needs to have in real mode. Ensure the GDT and IDT
are in real-address memory (0-1Meg).

3. Load segment registers SS, DS, ES, FS, and GS with a selector for a descriptc
containing the following values, which are appropriate for real mode:

O Limit=64K  (OFFFFH)

0 Bytegranular (G =0)
0 Expand up (E=0)
O Writable (w=1)
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O Present (P=1)
0 Base =any value
Note that if the segment registers are not reloaded, execution continues using the
descriptors loaded during protected mode.

4. Disable interrupts. A CLI instruction disables INTR interrupts. NMI interrupts can be
disabled with external circuitry.

5. Clear the PE bit in the CRO register.

6. Jump to the real mode program using aJfP instruction. This flusheke instruction
gueue (of the Intel386 and Intel486 processors) and puts appropriate values in the access
rights of the CS register. This step is not required on the Pentium processor, however,
for downwards compatibility, a far IMP should be included as pahieo$witching back
to real-address mode process.

7. Use the LIDT instruction to load the base and limit of the real-mode interrupt vector
table.

Enable interrupts.
9. Load the segment registers as needed by the real-mode code.

o

16.7. INITIALIZATION AND MODE SWITCHING EXAMPLE

This section provides an initialization and mode switching example that can be incorporated
into your application. Also provided are some assumptions about the Intel development tools
that are used which include the ASM386/486 assembler and BLD386 builder.

16.7.1. Goal of this Example

The goal of this example is to move the CPU into protected mode right after reset using
initialization code that resides in EPROM/Flash and run a simple application.

16.7.2. Memory Layout Following Reset

Based on the discussion in Section 16.1. and the values shown in Table 16-1, Figure 16-3
shows the memory layout following processor reset and the starting point of this example.
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AFTER RESET
OFFFF FFFFH A
[CS.BASE+EIP] ————|--------------- OFFFF FFFOH
64K EPROM
EIP= 0000 FFFO
CSBASE = FFFF 0000
DSBASE =0 OFFFF 0000H
ESBASE =0
SSBASE =0
SP=0
[SP, DS, SS, ES] > 0
APM112

Figure 16-3. Processor State after Reset

16.7.3. The Algorithm

The main steps of this example are shown in Table 16-7 along with the line numbers from
the source listing of STARTUP.ASM given in Example 16-1.
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Table 16-7. The Algorithm and Related Listing Line Numbers

ASM Lines
From To Description
157 157 Jump (short) to the entry code in the EPROM
162 169 Construct a temporary GDT in RAM with one entry:
2 - rI?1QL/J\III\/ data segment, Base=0 limit = 4GB
171 172 Load the GDTR to point to the temp GDT
174 177 Load CRO with protected mode bit - move to PM
179 181 Jump near to clear real mode queue
184 186 Load DS, ES registers with GDT[1] descriptor; now both point to the entire physical
memory space.
188 195 Perform specific board initialization that is imposed by the new protected mode
196 218 Copy the application's GDT from ROM into RAM
220 238 Copy the application's IDT from ROM into RAM
241 243 Load application's GDTR
244 245 Load application's IDTR
247 261 Copy the application's TSS from ROM into RAM
263 267 Update TSS descriptor and other aliases in GDT (GDT alias or IDT alias)
277 277 Load the TR register (without task switch [0 using LTR instruction)
282 286 Load SS, ESP with the value found in the application's TSS
287 287 Push EFLAGS value found in the application's TSS
288 288 Push CS value found in the application's TSS
289 289 Push EIP value found in the application's TSS
290 293 Load DS, ES with the value found in the application's TSS
296 296 Perform IRET; pop the above values and enter the application code

16-16




]
Intel ® INITIALIZATION AND MODE SWITCHING

NOTES:

If a switch into protected mode is made the CS selector is not changed (by far jump or far call) the original
base value is retained (if there is no far jump after reset the base will stay OFFFFO000H; which is the location
space of the EPROM).

Interrupts are disabled after reset and should stay that way, otherwise may impose far jump. NMI is not
disabled and must not be active until the initialization is done.

The use of TEMP_GDT allows simple transfer of tables from the EPROM to anywhere in the RAM area. A
GDT entry is constructed with its base pointing to address 0 and a limit of 4GB. When the DS and ES
registers are loaded with this descriptor, the TEMP_GDT is no longer needed and can be replaced by the
application GDT.

The assumption for this code is one TSS no LDTs. If more TSSs exist in the application, they must be copied
into RAM. If there are LDTs they may be copied as well.

In some implementations, decoding of the address lines A20 - A31 is not done after reset to simulate the early
8086 chip behavior. In the process of moving into protected mode it may be desirable to set these decoders to
decode the complete address lines.

16.7.4. Tool Usage
In this example, Intel software tools (ASM386 and BLD386) are used.

The following are assumptions that are used when using theA8MB86 and BLD386 to
generate the initialization code.

® The ASM386 will generate the right operand size opcodes according to the code segmer
attribute. The attribute is assigned either by the ASM386 invocation controls or in the
code segment definition.

* If a code segment that is going to run in real-address mode is defined, it must be set to
USE 16 attribute. If 32-bit operands (MOV EAX, EBXje used in the segment, an
operand prefix will automatically be generated which will force the CPU to execute a
32-bit operation for this instruction although its default code segment attribute is 16-bit.

®* Intel's ASM386 assembler allows specific use of the 16- or 32-bit instructions, for
example, LGDTW, LGDTD, IRETD. If you are using the generic instruction (LGDT)
the default segment attribute will be used to generate the right opcode.
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Table 16-8. Relationship Between BLD Item and ASM Source File

ASM386 and BLD386 Controls and
Item Startup.A58 BLD file Effect
Bootstrap public startup bootstrap Near jump at
startup: start(startup) OFFFFFFFOH to start
GDT location public GDT_EPROM TABLE The location of the GDT
GDT_EPROM GDT(location = will be programmed into
TABLE_REG <> GDT_EPROM) the GDT_EPROM
location
IDT location public IDT_EPROM TABLE The location of the IDT
IDT_EPROM IDT(location = will be programmed into
TABLE_REG <> IDT_EPROM the IDT_EPROM location
RAM start RAM_START equ 400H | memory( reserve = RAM_START is used as

PROTECTED_MODE_T
ASK))

(0..3FFFH)) the ram destination for
moving the tables. It must
be excluded from the
application's segment
area.

Location of the application| TSS_INDEX EQU 10 TABLE GDT( Put the descriptor of the
TSS in the GDT ENTRY=( 10: application TSS in GDT

entry 10

EPROM size and location

size and location of the
initialization code

SEGMENT startup.code
(base= OFFFFO000H)
...memory (RANGE(
ROM_AREA =
ROM(x..y))

Initialization code size
must be less than 64K
and resides at upper most
64K of the 4GB memory
space.

16.7.5. STARTUP.ASM Listing

The source code listing to move the CPU into protected mode is provided in Example 16-1.

This listing does not include any opcode and offset information.

Example 16-1. STARTUP.ASM

DOS 5.0 (045-N) 386(TM) MACRO ASSEMBLER STARTUP
09:44:51 08/19/92 PAGE 1

DOS 5.0 (045-N) 386(TM) MACRO ASSEMBLER V4.0, ASSEMBLY OF MODULE

STARTUP

OBJECT MODULE PLACED IN startup.obj
ASSEMBLER INVOKED BY: f:\386t00Is\ASM386.EXE startup.a58 pw (132 )
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LINE SOURCE

1 NAME STARTUP

2

3 e

4 ;

5 ; ASSUMPTIONS:

6 ;

7 ; 1. The bottom 64K of memory is ram, and can be used for
8 ; scratch space by this module.

9

10 ; 2. The system has sufficient free usable ram to copy the
11 ; initial GDT, IDT, and TSS

12 ;

13

14

15 ; configuration data - must match with build definition

16

17 CS_BASE EQU OFFFFOOOOH

18

19 ; CS_BASE is the linear address of the segment STARTUP_CODE
20 ; - this is specified in the build language file

22 RAM_START EQU 400H

24 ; RAM_START s the start of free, usable ram in the linear
25 ; memory space. The GDT, IDT, and initial TSS will be
26 ; copied above this space, and a small data segment will be
27 ; discarded at this linear address. The 32-bit word at

28 ; RAM_START will contain the linear address of the first
29 ; free byte above the copied tables - this may be useful if
30 ; a memory manager is used.

32 TSS_INDEX EQU 10

34 ; TSS_INDEX is the index of the TSS of the first task to
35 ; run after startup

40 ; STRUCTURES and EQU ---------------
41 ; structures for system data

43 ; TSS structure
44 TASK_STATE STRUC
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45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82

link
link_h
ESPO
SSO
SS0_h
ESP1
SS1
SS1_h
ESP2
SS2
SS2_h
CR3_reg
EIP_reg
EFLAGS_reg
EAX_reg
ECX_reg
EDX_reg
EBX_reg
ESP_reg
EBP_reg
ESI_reg
EDI_reg
ES_reg
ES_h
CS_reg
CS_h
SS_reg
SS_h

DS _reg
DS _h
FS_reg
FS_h
GS_reg
GS_h
LDT_reg
LDT_h
TRAP_reg
10_map_base

DW ?
DwW ?
DD ?
Dw ?
Dw ?
DD ?
DW ?
DwW ?
DD ?
DW ?
DW ?
DD ?
DD ?
DD ?
DD ?
DD ?
DD ?
DD ?
DD ?
DD ?
DD ?
DD ?
DW ?
DW ?
DwW ?
DW ?
Dw ?
Dw ?
Dw ?
DW ?
DW ?
DW ?
Dw ?
DwW ?
Dw ?
Dw ?
Dw ?
Dw ?

83 TASK_STATE ENDS

84

85 ; basic structure of a descriptor

86 DESC STRUC

87
88
89
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90 access DB ?
91 gran DB ?
92 bas_24 31 DB ?
93 DESC ENDS

94

95 ; structure for use with LGDT and LIDT instructions

96 TABLE_REG STRUC

97  table_lim DW ?

98 table_linear DD ?

99 TABLE_REG ENDS

100

101 ; offset of GDT and IDT descriptors in builder generated GDT
102 GDT_DESC_OFF EQU 1*SIZE(DESC)

103 IDT_DESC_OFF EQU 2*SIZE(DESC)

104
105 ; equates for building temp GDT in ram
106 LINEAR_SEL EQU 1*SIZE (DESC)

107 LINEAR_PROTO_LO EQU O00000FFFFH ; LINEAR_ALIAS
108 LINEAR_PROTO_HI EQU 000CF9200H

109

110 ; Protection Enable Bit in CRO

111 PE_BIT EQU 1B

112
113 ;
114
115 ; DATA SEGMENT----------mnmmmmmmeem
116

117 ; Initially, this data segment starts at linear 0, due to
118 ; CPU powerup state.

119

120 STARTUP_DATA SEGMENT RW

121

122 free_mem_linear_base LABEL DWORD

123 TEMP_GDT LABEL BYTE ; must be firstin
segment

124 TEMP_GDT_NULL DESC DESC <>

125 TEMP_GDT_LINEAR_DESC DESC <>

126

127 ; scratch areas for LGDT and LIDT instructions
128 TEMP_GDT_SCRATCH TABLE_REG <>
129 APP_GDT RAM TABLE_REG <>

130 APP_IDT_RAM TABLE REG <>

131 ; align end_data
132 fil DW ?
133

134 ; last thing in this segment - should be on a dword boundary
135 end_data LABEL BYTE
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136
137
138
139
140

141 ;

142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160
161
162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180

16-22

STARTUP_DATA ENDS

CODE SEGMENT------nmermmeemmeecae

STARTUP_CODE SEGMENT ER PUBLIC USE16

; filled in by builder
PUBLIC GDT_EPROM
GDT_EPROM TABLE_REG <>

; filled in by builder
PUBLIC IDT_EPROM
IDT_EPROM TABLE_REG <>

; entry point into startup code - the bootstrap will vector
; here with a near JMP generated by the builder. This
; label must be in the top 64K of linear memory.

PUBLIC STARTUP

STARTUP:

; DS,ES address the bottom 64K of flat linear memory
ASSUME DS:STARTUP_DATA, ES:STARTUP_DATA
; See Figure 16-4
; load GDTR with temporary GDT
LEA EBX,TEMP_GDT ; build the TEMP_GDT in low ram,

MOV
MOV
MOV
MOV
MOV
MOV

DWORD PTR [EBX],0 ; where we can address
DWORD PTR [EBX]+4,0

DWORD PTR [EBX]+8, LINEAR_PROTO_LO
DWORD PTR [EBX]+12, LINEAR_PROTO_HI
TEMP_GDT_scratch.table_linear,EBX
TEMP_GDT_scratch.table_lim,15

66H ; execute a 32 bit LGDT

LGDT TEMP_GDT_scratch

; enter protected mode

MOV
OR
MOV

EBX,CRO

EBX,PE_BIT

CRO,EBX

; clear prefetch queue
JMP  CLEAR_LABEL
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181 CLEAR_LABEL:

182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200
201
202
203
204
205
206
207
208
209
210
211
212
213
214
215
216
217
218
219
220
221
222
223
224
225
226
227

; make DS and ES address 4G of linear memory

MOV  CX,LINEAR_SEL
MOV DS,CX
MOV  ES,CX

; do board specific initialization

; See Figure 16-5

; copy EPROM GDT to ram at:

; RAM_START + size (STARTUP_DATA)
MOV EAX,RAM_START

ADD EAX,OFFSET (end_data)

MOV  EBX,RAM_START

MOV ECX, CS_BASE

ADD ECX, OFFSET (GDT_EPROM)

MOV  ESI, [ECX].table_linear

MOV  EDI,EAX

MOVZX ECX, [ECX].table_lim

MOV  APP_GDT_ram[EBX].table_lim,CX
INC ECX

MOV  EDX,EAX

MOV  APP_GDT_ram[EBX].table_linear,EAX
ADD EAXECX

REP MOVS BYTE PTR ES:[EDI],BYTE PTR DS:[ESI]

; fixup GDT base in descriptor

MOV  ECX,EDX

MOV [EDX].bas_0_15+GDT_DESC_OFF,CX
ROR ECX,16

MOV [EDX].bas_16 23+GDT_DESC_OFF,CL
MOV [EDX].bas_24 31+GDT_DESC_OFF,CH

; copy EPROM IDT to ram at:

; RAM_START+size(STARTUP_DATA)+SIZE (EPROM GDT)
MOV  ECX, CS_BASE

ADD ECX, OFFSET (IDT_EPROM)

MOV  ESI, [ECX].table_linear

MOV  EDI,EAX

MOVZX ECX, [ECX].table_lim

MOV  APP_IDT_ram[EBX].table_lim,CX

INITIALIZATION AND MODE SWITCHING
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228 INC ECX

229 MOV  APP_IDT_ram[EBX].table_linear,EAX
230 MOV  EBX,EAX

231 ADD EAX,ECX

232 REP MOVS BYTE PTR ES:[EDI],BYTE PTR DS:[ESI]
233

234 ; fixup IDT pointer in GDT

235 MOV [EDX].bas_0_15+IDT_DESC_OFF,BX
236 ROR EBX,16

237 MOV [EDX].bas_16_23+IDT_DESC_OFF,BL
238 MOV [EDX].bas_24 31+IDT_DESC_OFF,BH
239

240 ; load GDTR and IDTR

241 MOV  EBX,RAM_START

242 DB  66H ; execute a 32 bit LGDT
243 LGDT APP_GDT_ram[EBX]

244 DB  66H ; execute a 32 bit LIDT
245 LIDT APP_IDT_ram[EBX]

246

247 ; move the TSS

248 MOV  EDI,EAX

249 MOV  EBX,TSS_INDEX*SIZE(DESC)

250 MOV ECX,GDT_DESC_OFF ;build linear address for TSS
251 MOV  GS,CX

252 MOV DH,GS:[EBX].bas_24 31

253 MOV  DL,GS:[EBX].bas_16_23

254 ROL EDX,16

255 MOV  DX,GS:[EBX].bas_0_15

256 MOV  ESI,EDX

257 LSL ECX,EBX

258 INC ECX

259 MOV  EDX,EAX

260 ADD EAX,ECX

261 REP MOVS BYTE PTR ES:[EDI],BYTE PTR DS:[ESI]

262

263 ; fixup TSS pointer

264 MOV  GS:[EBX].bas_0_15,DX

265 ROL EDX,16

266 MOV  GS:[EBX].bas_24 31,DH

267 MOV  GS:[EBX].bas_16_23,DL

268 ROL EDX,16

269 :save start of free ram at linear location RAMSTART
270 MOV free_mem_linear_base+RAM_START,EAX
271

272 ;assume no LDT used in the initial task - if necessary,
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273
274
275
276
277
278
279
280
281
282
283
284
285
286
287
288
289
290
201
292
293
294
295
296
297

INITIALIZATION AND MODE SWITCHING

:code to move the LDT could be added, and should resemble
:that used to move the TSS

;load TR

LTR

BX ; No task switch, only descriptor loading

; See Figure 16-6
; load minimal set of registers necessary to simulate task

; switch

MOV
MOV
MOV
MOV
PUSH
PUSH
PUSH
MOV
MOV
MOV
MOV

AX,[EDX].SS_reg ; start loading registers
EDI,[EDX].ESP_reg

SS,AX

ESP,EDI ; stack now valid

DWORD PTR [EDX].EFLAGS_reg
DWORD PTR [EDX].CS_reg

DWORD PTR [EDX].EIP_reg
AX,[EDX].DS_reg

BX,[EDX].ES_reg

DS,AX ;DS and ES no longer linear memory
ES,BX

; Simulate far jump to initial task

IRETD

298 STARTUP_CODE ENDS
** WARNING #377 IN 298, (PASS 2) SEGMENT CONTAINS PRIVILEGED

INSTRUCTION(S)

299

300 END STARTUP, DS:STARTUP_DATA, SS:STARTUP_DATA

301
302

ASSEMBLY COMPLETE, 1 WARNING, NO ERRORS.

16-25



]
INITIALIZATION AND MODE SWITCHING Intel ®

16.7.6. MAIN.ASM Source Code

The file MAIN.ASM shown in Example 16-2 defindbe data and stack segments for this
application and can be substituted with the main module task written in a high-level language
that is invoked by the IRET instruction executed by STARTUP.ASM.

Example 16-2. MAIN.ASM

NAME main_module
data SEGMENT RW
dw 1000 dup(?)
DATA ENDS

stack stackseg 800
CODE SEGMENT ER use32 PUBLIC
main_start:

nop

nop

nop

CODE ENDS

END main_start, ds:data, ss:stack
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OFFFF FFFFH
START: [CSBASE +EIP] ———> ¥ OFFFF 0000H
- JUMP NEAR START
- CONSTRUCT TEMP_GDT
- LGDT
- MOVE TO PROTECTED MODE
< —l—
DS, ES = GDTI[L 4GB
[1] T
""" LIMIT """ "| GDT_SCRATCH
GDT[1] |[BASE=0,LIMIT=4G
GDT [0 ] TEMP _GDT

APM115

Figure 16-4. Constructing Temp_GDT and Switching to Protected Mode
(Lines 162-172 of List File)
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OFFFF FFFFH
— TSS
IDT
GDT
- MOVE THE GDT, IDT, TSS FROM
ROM TO RAM
- FIX ALIASES
-LTR 1 1
L >  TSS RAM
IDT RAM
GDT RAM
RAM_START

APM113

Figure 16-5. Moving the GDT, IDT and TSS from ROM to RAM
(Lines 196-261 of List File)

16-28




Inu ® INITIALIZATION AND MODE SWITCHING

EP
SS=TSS.5S
ESP = TSS.ESP EFLAGS
PUSH TSS.EFLAG
PUSH TSS.CS
PUSH TSS.EIP '
ES = TSS.ES ESP
DS = TSS.DS <
E
IRET ES
S
DS
GDT
TSS RAM
IDT RAM
DT RAM
> L Aes G RAM_START
0

APM114

Figure 16-6. Task Switching
(Lines 282-296 of List File)

16.7.7. Supporting Files

The batch file shown in Example 16-3 can be used to assemble the source code file
STARTUP.ASM and MAIN.ASM and build the final application.

Example 16-3. Batch File to Assemble, Compile and Build the Application

ASM386 STARTUP.ASM
ASM386 MAIN.ASM

16-29



]
INITIALIZATION AND MODE SWITCHING Intel ®

BLD386 STARTUP.OBJ, MAIN.OBJ buildfile(EPROM.BLD) bootstrap(STARTUP)
Bootload

The BLD386 has several functions in this example:

® It allocates physical memory location to segments and tables.

® It generates tables using the build file and the input files.

® It links object files and resolves references.

® It generates bootloadable file to be programmed into the EPROM.

Example 16-4 shows the build file used as input to BLD386 to perform the above functions.

Example 16-4. Build File
INIT_BLD_EXAMPLE;

SEGMENT
*SEGMENTS (DPL = 0)
, Startup.startup_code  (BASE = OFFFFO000H)

TASK
BOOT_TASK (OBJECT = startup, INITIAL,DPL =0,
NOT INTENABLED)
, PROTECTED_MODE_TASK (OBJECT = main_module,DPL = 0,
NOT INTENABLED)

TABLE

GDT (

LOCATION = GDT_EPROM
, ENTRY =(

10: PROTECTED_MODE_TASK
, startup.startup_code
, startup.startup_data
, main_module.data
, main_module.code
, main_module.stack
)

),

IDT (

LOCATION = IDT_EPROM
);
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MEMORY
(
RESERVE = (0..3FFFH

-- Area for the GDT, IDT, TSS copied from
ROM
, 60000H..0FFFEFFFFH)
, RANGE = (ROM_AREA = ROM (OFFFFO0O00H..0OFFFFFFFFH))
-- Eprom size 64K
, RANGE = (RAM_AREA = RAM (4000H..05FFFFH))

);

END
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CHAPTER 17
DEBUGGING

The Pentium processor has advanced debugging facilities which are particularly importan
for sophisticated software systems, such as multitasking operating systems. The failure
conditions for these software systems can be very complex and time-dependent. Th
debugging features of the Pentium processor give the system programmer valuable tools fi
looking at the dynamic state of the processor.

The debugging support is accessed through the debug registers. The debug registers of t
Pentium processor hold the addresses of memory and 1/O locations, called breakpoints, whic
invoke debugging software (unlike the Intel386 and Intel486 processors which allowed
debugging of memory accesses only). An exception is generated when a memory or I/C
operation is made to one of these addresses. A breakpoint is specified for a particular form c
memory or I/O access, such as an instruction fetch, doubleword memory write operation or
word I/O read operation. The debug registers support both instruction breakpoints and dat
breakpoints.

With other processors, instruction breakpoints are set by replacing normal instructions witt
breakpoint instructions. When the breakpoint instruction is executed, the debugger is callec
But with the debug registers of the Pentium processor, this is not necessary. By eliminatin
the need to write into the code space, the debugging process is simplified (there is no nee
shadow the ROM code space in RAM) and breakpoints can be set in ROM-based software. |
addition, breakpoints can be set on reads and writes to data which allows real-time
monitoring of variables.

17.1. DEBUGGING SUPPORT

The features of the architecture which support debugging include:

® Reserved debug interrupt vector—Specifies a procedure or task to be called when an
event for the debugger occurs.

® Debug address registers-Specifies the addresses of up to four breakpoints.

® Debug control registe—Specifies the forms of memory or /O access for the
breakpoints.

® Debug status register—Reports conditions which were in effect at the time of the
exception.

® Trap bit of TSS (T-bit)—Generates a debug exception when an attempt is made to
perform a task switch to a task with this bit set in its TSS.

® Resume flag (RF— Suppresses multiple exceptions to the same instruction.
® Trap flag (TF)—Generates a debug exception after every execution of an instruction.
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® Breakpoint instruction—Calls the debugger (generates a debug exception). This
instruction is an alternative way to set code breakpoints. It is especially useful when
more than four breakpoints are desired, or when breakpoints are being placed in the
source code.

® Reserved interrupt vector for breakpoint exceptior—Calls a procedure or task when
a breakpoint instruction is executed.

These features allow a debugger to be called either as a separate task or as a procedure in the
context of the current task. The following conditions can be used to call the debugger:
® Task switch to a specific task.

® Execution of the breakpoint instruction.

® Execution of any instruction.

® Execution of an instruction at a specified address.

®* Read or write of a byte, word, or doubleword at a specified memory address.

®* Write to a byte, word, or doubleword at a specified memory address.

® Input of a byte or word at a specified I/O address.

® Output of a byte, word, or doubleword at a specified 1/0 address.

* Attempt to change the contents of a debug register.

17.2. DEBUG REGISTERS

Six registers control debugging. These registers are accessed by forms of the MOV
instruction. A debug register may be the source or destination operand for one of these
instructions. The debug registers are privileged resourcesM@®¥ instructions which
access them may be executed only at privilege level 0. An attempt to read or write the debug
registers from any other privilege level generates a general-protection exception. Figure 17-1
shows the format of the debug registers.
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Figure 17-1. Debug Registers

17.2.1. Debug Address Registers (DR0O-DR3)

Each of these registers holds the linear address for one of the four breakpoints. That i
breakpoint comparisons are made before physical address translation occurs. Each breakpo
condition is specified further by the contents of the DR7 register.

17.2.2. Debug Control Register (DR7)

The debug control register shown in Figure 17-1 specifies the type of memory or I/O acces:
associated with each breakpoint. Each address in registers DRO to DR3 corresponds to a fie
R/WO0 to R/W3 in the DRY7 register. The DE (Debug Extensions) bit in the CR4 register
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determines how the R/W bits are interpreted. When the DE bit is set, the processor interprets
these bits as follows:

00 — Break on instruction execution only

01 — Break on data writes only

10 — Break on I/O reads or writes

11 — Break on data reads or writes but not instruction fetches

When the DE bit is clear, the Pentium processor interprets the R/W bits the same as the
Intel486 and Intel386 processors, which is as follows:

00 — Break on instruction execution only

01 — Break on data writes only

10 — undefined

11 — Break on data reads or writes but not instruction fetches

The LENO to LENS fields in the DR7 register specify the size of the breakpointed location.
A size of 1, 2, or 4 bytes may be specified. The length fields are interpreted as follows:

00 — one-byte length

01 — two-byte length

10 — undefined

11 — four-byte length

If RWn is 00 (instruction execution), then LEBENhould also be 00. The effect of using any
other length is undefined.

The GD bit enables the debug register protection condition that is flagged by BD of DR6.
Note that GD is cleared at entry to the debug exception handler by the processor. This
allows the handler free access to the debug registers.

The low eight bits of the DR7 register (fields LO to L3 and GO to G3) individually enable the
four address breakpoint conditions. There are two levels of enabling: the local (LO through
L3) and global (GO through G3) levels. The local enable bits are automatically cleared by the
processor with every task switch to avoid unwanted breakpoint conditions in the new task.
They are used to set breakpoint conditions in a single task. The global enable bits are not
cleared by a task switch. They are used to enable breakpoint conditions which apply to all
tasks.

17.2.3. Debug Status Register (DR6)

The debug status register shown in Figure 11-1 reports conditions samplediatettire
debug exception was generated. Among other information, it reports which breakpoint
triggered the exception. Update only occurs if the exception is taken, then all bits are
updated.
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When an enabled breakpoint generates a debug exception, it loads the low four bits of thi
register (BO through B3) before entering the debug exception handler. The B bit is set if the
condition described by the DR, LEN, and R/W bits is true, even if the breakpoint is not
enabled by the L and G bits. The processor sets the B bits for all breakpoints which match th
conditions present at the time the debug exception is generated, whether or not they al
enabled.

The BT bit is associated with the T bit (debug trap bit) of the TSS (see Chapter 10 for the
format of a TSS). The processor sets the BT bit before entering the debug handler if a tas
switch has occurred to a task with a set T bit in its TSS. There is no bit in the DR7 register tc
enable or disable this exception; the T bit of the TSS is the only enabling bit.

The BS bit is associated with the TF flag. The BS bit is set if the debug exception was
triggered by the single-step execution mode (TF flag set). The single-step mode is the
highest-priority debug exception; when the BS bit is set, any of the other debug status bit:
also may be set.

The BD bit is set if the next instruction will read or write one of the eight debug registers
while they are being used by in-circuit emulation if the GD bit in DR7 is set to one.

Note that the contents of the DR6 register are never cleared by the processor. To avoid ar
confusion in identifying debug exceptions, the debug handler should clear the register befor
returning.

17.2.4. Debug Registers DR4 and DR5

Although debug registers 4 and 5 have been documentedexsedprevious generations of
processors aliased these registers to debug registers 6 and 7, respectively. When deb
extensions are not enabled (CR4.DE=0), the Pentium processor remains compatible wit
existing software by aliasing these references. However, when debug extensions are enabl
(CR4.DE=1), attempts to reference debug registers 4 or 5 will result in an Undefined Opcode
Exception (#UD).

17.2.5. Breakpoint Field Recognition

The address and LEN bits for each of the four breakpoint conditions define a range of
sequential byte addresses for a data or I/0O breakpoint. The LEN bits permit specification of
one-, two-, or four-byte range. Two-byte ranges must be aligned on word boundaries
(addresses which are multiples of two) and four-byte ranges must be aligned on doublewor
boundaries (addresses which are multiples of four). I/O breakpoint addresses are zer
extended from 16 to 32 bits for purposes of comparison with the breakpoint address in th
selected debug register. These requirements are enforced by the processor; it uses the LI
bits to mask the lower address bits in the debug registers. Unaligned data or 1/0O breakpoir
addresses do not yield the expected results.

A data breakpoint for reading or writing is triggered if any of the bytes participating in an
access is within the range defined by a breakpoint address register and its LEN bits. Tabl
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17-1 gives some examples of combinations of addresses and fields with references which do
and do not cause traps.

Table 17-1. Breakpointing Examples

Operation Address (hex) Length (in bytes)

Register Contents DRO A0001 1 (LENO = 00)
Register Contents DR1 A0002 1 (LEN1 = 00)
Register Contents DR2 B0002 2 (LEN2 =01)
Register Contents DR3 C0000 4 (LEN3 =11)

A0001
A0002
A0001
A0002
Data Operations Which Trap B0002
B0001
C0000
C0001
C0003

A0000
A0003
Data Operations Which Do Not Trap B0O000O
C0004

AN AP PNBABRANNMNNRERBRE

A data breakpoint for an unaligned operand can be made from two sets of entries in the
breakpoint registers where each entry is byte-aligned, and the two entries together cover the
operand. This breakpoint generates exceptions only for the operand, not for any neighboring
bytes.

Instruction breakpoint addresses must have a length specification of one byte (LEN = 00); the
behavior of code breakpoints for other operand sizes is undefined. The processor recognizes
an instruction breakpoint address only when it points to the first byte of an instruction. If the
instruction has any prefixes, the breakpoint address must point to the first prefix.

It is recommended that debuggers execute the LGDT instruction before returning to the
program being debugged to ensure that breakpoints are detected.

17.3. DEBUG EXCEPTIONS

Two of the interrupt vectors of the Pentium processor are reserved for debug exceptions. The
debug exception is the usual way to invoke debuggers designed for the Pentium processor.

17.3.1. Interrupt 1—Debug Exceptions

The handler for this exception usually is a debugger or part of a debugging system. The
processor generates a debug exception for any of several conditions. The debugger can check
flags in the DR6 and DRY registers to determine which condition caused the exception and
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which other conditions also might apply. Table 17-2 shows the states of these bits for eac
kind of breakpoint condition.

Instruction breakpoints are faults; other debug exceptions are traps. The debug exceptio
may report either or both at one time. The following sections present details for each class c
debug exception.

Table 17-2. Debug Exception Conditions

Flags Tested Description

BS=1 Single-step trap

BO=1and (GEO=1o0rLEO=1) Breakpoint defined by DRO, LENO, and R/WO
Bl=1and (GE1=1o0rLEl1=1) Breakpoint defined by DR1, LEN1, and R/W1
B2=1and (GE2=1o0rLE2=1) Breakpoint defined by DR2, LEN2, and R/W2
B3=1and (GE3=10rLE3=1) Breakpoint defined by DR3, LEN3, and R/W3
BD=1 Debug registers in use for in-circuit emulation
BT=1 Task switch

17.3.1.1. INSTRUCTION-BREAKPOINT FAULT

The processor reports an instruction breakpoint before it executes the breakpointet
instruction (i.e., a debug exception caused by an instruction breakpoint is a fault).

The RF flag permits the debug exception handler to restart instructions which cause fault:
other than debug faults. When a debug fault occurs, the system software must set the RF |
in the copy of the EFLAGS register which is pushed on the stack in the debug exceptior
handler routine. This bit is set in preparation for resuming the program’s execution at the
breakpoint address without generating another breakpoint fault on the same instruction
(Note: The RF bit does not cause breakpoint traps to be ignored, nor other kinds of faults.
The RF flag is set by the IRETD instruction (but not BPF or POPFD) tthe value
specified by the saved copy of the EFLAGS register in order to disable the generation of ¢
code breakpoint exception on the instruction immediately following the IRETD.

The processor clears the RF flag at the successful completion of every instruction excef
after the IRET instruction and JMP, CALL, or INT instructions which cause a task switch.

The processor does not set the RF flag in the copy of the EFLAGS register pushed on th
stack before entry into any fault handler. When the fault handler is entered for instruction
breakpoints, for example, the debug handler should set the RF flag in the copy of the
EFLAGS register pushed on the stack; so that when the IRET instruction is executed
returning control from the exception handler, the RF flag in the EFLAGS register will be set,
and execution will resume at the breakpointed instruction without generating another
breakpoint for the same instruction.

Code breakpoints are the highest priority faults and are therefore guaranteed to be service
before any other faults which may be detected during the decoding or execution of ar
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instruction. If after a debug fault, the RF flag is set and the debug handler retries the faulting
instruction, it is possible that retrying the instruction will generate other faults. The restart of
the instruction after these faults also occurs with the RF flag set, so repeated debug faults
continue to be suppressed. The processor clears the RF flag onuaftessfutompletion

of the instruction.

17.3.1.2. DATA MEMORY AND I/O BREAKPOINTS

Data memory and I/O breakpoint exceptions are traps; i.e.ptbeessor generates an
exception for a breakpoint after executing the instruction which accesses the breakpointed
memory or I/O location.

Because data breakpoints are traps, the original data is overwritten before the trap exception
is generated. If a debugger needs to save the contents of a write breakpoint location, it should
save the original contents before setting the breakpoint. The handler can report the saved
value after the breakpoint is triggered. The data in the debug registers can be used to address
the new value stored by the instruction which triggered the breakpoint.

The Pentium processor, like the Intel486 processor, ignores the GE and LE bits in DR7. If
any of the In/Gn bits is set (or single stepping is enabled), instruction pairing is inhibited and
the Pentium processor slows execution so that most breakpoints are reported exactly on the
instruction that generated them. In the Intel386 DX processor, exact data breakpoint
matching does not occur unless it is enabled by setting either the LE or the GE bit.

The Pentium processor, however, is unable to report data breakpoints exactly for the REP
MOVS and REP STOS instructions until the completion of the iteration after the one in
which the breakpoint occurs in order to be able to execute the load, store, updates to ESI,
EDI and ECX and the check for completion on each iteration of these REPeated instructions
in a single clock.

Repeated INS and OUTS instructions that generate an I/O breakpoint debug exception, trap
after the completion of the first iteration. Repeated INS and OUTS instructions that generate
a memory breakpoint debug exception trap after the iteration in which the memory address
breakpoint location is accessed.

17.3.1.3. GENERAL-DETECT FAULT

The general-detect fault occurs when an attempt is made to use the debug registers at the
same time they are being used by in-circuit emulation when the GD bit in DR7 is set to one.
This additional protection feature guarantees that emulators can have full control over the
debug registers when required. The exception handler can detect this condition by checking
the state of the BD bit of the DR6 register.
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17.3.1.4. SINGLE-STEP TRAP

This trap occurs if the TF flag was set before the instruction was executed. Note that the
exception does not occur after an instruction which sets the TF flag. For example, if the
POPF instruction is used set the TF flag, a single-step trap does not occur until after the
instruction following the POPF instruction.

The processor clears the TF flag before calling the exception handler. If the TF flag was se
in a TSS at the time of a task switch, the exception occurs after the first instruction is
executed in the new task.

The single-step flag normally is not cleared by privilege changes inside a task. The INT
instructions, however, do clear the TF flag. Therefore, software debuggers which single-ste
code must recognize and emulate INr INTO instructions rather than executing them
directly. To maintain protection, the operating system should check the current executior
privilege level after any single-step trap to see if single stepping should continue at the
current privilege level.

The interrupt priorities guarantee that, if an external interrupt occurs, single stepping stops
When both an external interrupt and a single step interrupt occur together, the single ste
interrupt is processed first. This clears the TF flag. After saving the return address or
switching tasks, the external interrupt input is examined before the first instruction of the
single step handler executes. If the external interrupt is still pending, then it is serviced. The
external interrupt handler does not run in single-step mode. To single step an interrup
handler, single step an INTn instruction which calls the interrupt handler.

17.3.1.5. TASK-SWITCH TRAP

The debug exception also occurs after a task switch if the T bit of the new task’'s TSS is se
The exception occurs after control has passed to the new task, but before the first instructio
of that task is executed. The exception handler can detect this condition by examining the B’
bit of the DR6 register.

Note that, if the debug exception handler is a task, the T bit of its TSS should not be set
Failure to observe this rule will put the processor in a loop.
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17.3.2. Interrupt 3—Breakpoint Instruction

The breakpoint trap is caused by execution of the INT 3 instruction. Typically, a debugger
prepares a breakpoint by replacing the first opcode byte of an instruction with the opcode for
the breakpoint instruction. When execution of the INT 3 instruction calls the exception
handler, the return address points to the first byte of the instruction following the INT 3
instruction.

With older processors, this feature is used extensively for setting instruction breakpoints.
With the Pentium, Intel486, and Intel386 processors, this use is more easily handled using
the debug registers. However, the breakpoint exception still is useful for breakpointing
debuggers, because the breakpoint exception can call another exception handler. The
breakpoint exception also can be useful when it is necessary to set a greater number of
breakpoints than permitted by the debug registers, or when breakpoints are being placed in
the source code of a program under development.
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